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Fermilab science relies on million-line framework and algorithm codes in C++ developed for the analysis of the experiment data. Such frameworks include common data input, output and transformation modules, access to detector calibration and simulation informations and provide a “software bus” where debugging and optimization utilities can be included. 

We thus have a deep understanding of the characteristics of the C++ language and software environment and work at making this  better for scientific computing. Fermilab contributes to the C++ standard committee, and already has had success in getting agreement to add features that directly benefit our community.

Improvements in the C++ execution environment for petacale computing are important for increasing application performance, ease of development  and system interoperability.  

Fermilab proposes to bring its expertise for performance tuning and diagnosis of  large-scale C++ codes to contribute to the Midwest Consortium for Petascale computing. The projects we propose include:

1) Pure functions: Provide a linguistic mechanism that allows a compiler and linker to perform global optimizations without needing global knowledge.  In other words, allow for code developers to provide hints to the compiler about what effects a function has on the state of the program.  This could dramatically increase the speed of functions by allowing additional optimizations to take place at compilation time.

2) Metacode support: A set of features that enhance the ability to do template metaprogramming.  With this, a code developer will more easily be able to instruct the compiler to generate C++ code automatically that is tailored for the function that it is performing.  A big language advance is that this feature allows for inspection of data structure contents, which would simplify the writing and reading of data by applications.

Another advantage is that high performance computing techniques that involve expression templates can become available to the common programmer, instead of only to experts in esoteric methods.

3) Linear algebra library for small matrices (including complex number support):  These operations are used throughout our physics (Lattice QCD and collider physics codes).  To the best of our knowledge, there is no highly optimized, standardized way to handle this problem in C++. C++ does provide the means to create such a library.  For the best possible optimization, this library could exploit opportunities made possible by pure functions and metacode features.

Our primary goals are to create reference implementations and proposals for standardization, and of course all implemented features would be immediately available for use. We propose to contribute these activities in collaboration with Universities and application teams deploying their codes on Petascale computing systems.
