 Fault Tolerance for Petascale Computing Systems

Jim Kowalkowski, Don Holmgren, Ruth Pordes  Fermilab

Tolerance to component and service failure is an essential requirement for large scale, complex systems. Removal of single points of failure, automated detection and response to error conditions, integrity and trustworthiness of the aggregate information and state, are each complex areas of research and development both in their own rights and for deployment and operation in an integrated system.  Fermilab experiments have, for many years, relied on large (>300 nodes) clusters of commodity computers, or large numbers of dedicated programmable hardware to perform inline filtering in real time. These systems perform calculations on data as it is streamed at up to 100 MBytes/sec from the physics detectors in order to reduce the amount of data to be archived to tape and increase the quality of the physics sample. 

We have experience in research and development of technologies and methodologies for providing fault tolerance in high throughput production environments. These include:

· Collection, storage, analysis, and presentation of relevant performance and failure data,

· Automated reconfiguration of system components upon detection of observed failures,
· Dynamic re-partitioning of system to enable offline diagnosis and repair,
· Recognition of performance degradation and bottlenecks and tuning to alleviate these problems,
· And installation and update of components on a running system. 

Fermilab proposes to bring its expertise for system fault tolerance, diagnosis, and recovery to contribute to the Midwest Consortium for Petascale computing. The projects we propose include a unified framework for system monitoring, fault and performance analysis, collected data storage, and encoding corrective actions. Our primary goal is to create a reference implementation to be deployed on the system, in collaboration with the system administration and support groups for the Petascale computing systems.
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