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Relevant Strategic Plans  -  HYPERLINK "https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=1751" LHC CMS Strategic Plan (LHCCMS)

USCMS Distributed Computing Tools Goals -  

Meet the U.S. obligations to International and U.S. CMS in the areas of workflow management.    Train and support the U.S. user community to make efficient use of the worldwide distributed computing resources for analysis.   Support the data operations teams to make efficient use of the distributed computing resources for large-scale simulation, data processing, and data selection.

USCMS Distributed Computing Tools Strategies – 

Define feature requirements with the CMS Data Operations, User Support and Computing Integration Groups.   Deliver infrastructure in tracked releases to CMS integration for testing and validation.    Transition products to operations.   Provide direct user and operator support as well as organize user tutorials, documentation, and operator training.

LHC/USCMS Distributed Computing Tools
Objectives for FY09

Prepare ProdAgent components for use by data operations for the beginning of CMS data taking

October 1st final systems deployed for data collection

Maintain ProdCommon Components 

Develop and deploy WMBS 

Transistion to WMCore and WMAgent common data processing and analysis system.

Tier-0 Processing system continued development and refinement.

Catalog Tier-0 experience at the end of the first run.   Prepare next generation requirements for Production and Processing tools.

Develop Tier-0 monitoring components 

Visualize Tier-0 workflows, status, and progress.

Respond to experiences from the first run to drive development for the 2009 run

Prepare Tier-0 and Tier-1 infrastructure for 2009 run (April 2009)

Support the ReqMgr and ProdMgr components for large scale central CMS production and small scale user specified production samples
Goal is to turn over a 10k event sample in 24 hours when triggered by a user request.   Goal is support small MC production by January 2009.
Goal is 100M events per month when specified by data operations teams for FY2009 with minimal human intervention.
Provide development effort for the CMS Remote Analysis Builder  (CRAB) server based on WMAgent.
Deploy and support the CRAB server at FNAL to submit to OSG resources
Deploy glide-in WMS in both CRAB server and Data Operations October 2009
Assess user experience from first analysis 

Provide tutorials in the use of CRAB for user and ProdAgent for the operations teams as needed (roughly quarterly during the final year of preparations).
Priorities: The most important objectives are to support the experiment during the first run.   The ProdAgent based implementation of the Tier-0, Tier-1, and Simulation infrastructure will be heavily stressed in the fall of 2008.   Additionally, the existence of CMS data will dramatically increase the analysis activity both in terms of users and jobs.   The CRAB analysis tool will be instrumental in the physics potential of CMS.   The developers in Distributed Computing Tools should expect to need to patch unforeseen problems in functionality and scale during the run.   

Staffing: The distributed computing tools project has reached the level of effort foreseen in the US-CMS Software and Computing project plan.   Currently Distributed Computing Tools relies on effort from the following individuals from the computing division.   In addition there is 1FTE of effort at U.S. universities supported by the U.S. CMS Project.

David Evans (1.0FTE) 

Steven Foulkes (1.0FTE)

Seangchan Ryu (1.0FTE)

Eric Vaandering (1.0 FTE)

New Hire (1.0FTE)

Suzanne Gysin (0.33FTE)

Jennifer Adelman (0.75)

Change control: 

Scope and schedule changes in the software area are dedicated by the international CMS offline project coordinator in consultation with the level 2 managers for offline.   The offline manager for data and workflow management is David Evans.    
Risk Assessment:
Failure to support functional products for organized processing and distributed analysis during the firs run would jeopardize the physics potential of CMS. 

The user community will find ways of analyzing the CMS data.   Failure to make the common tools functional to meet their needs will result in chaotic analysis, organic development, and will be difficult to bring people back to the common tools.

