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Service offerings:
1. File systems
2. Restore
3. Migration
4. Supported client updates
5. Consulting
6. Monitoring and reporting (servers, not desktops)
Availability Management:
1. What are the underpinning services that this service depends upon? (For example, network and authentication.)
Network, Facilities, Storage, Authentication
External:  Dell Managed Services, Teradactyl, Spectralogic, NEXSAN, HDS
2. Do the SLAs or OLAs of those underpinning services support your SLA?
OLAs with Network, Facilities, Storage, Authentication
UCs with external services
3. If not, what steps have been taken to insure the required availability of your service? Has the probability of common failure of redundant underpinning services been examined?
We have multiple tape drives and can sustain a single tape drive failure without severely impacting the service.
Monthly and full tapes are mirrored – we can sustain single tape failures of each type per tape rotation.
Disk are RAIDed – we can sustain 2 disks failing simultaneous without the service being affected.
4. Have the service owners of those underpinning services agreed to your requirements? Have you negotiated an OLA? Do you have a contact person documented for each underpinning service?
 Yes.
 Network – Anna Olivarez
 Facilities – Adam Walters/Tim Kasza
 Storage – Mike Rosier
 Authentication – Al Liliamstrom
5. (v.1) Does your service require backup of data to storage?
Yes.  We backup our own data. For TiBS backups, we have 2 backup servers (serving different purposes, they are not redundant).  Each server backs up the other so that we can recover should one fail.


(v.2) Does your system have a maintenance window? Is the service available during maintenance?


Currently, there is no “scheduled maintenance window”, but ad-hoc maintenance does occur during which the service is unavailable. Such maintenance is scheduled with at least a 2 week advance notice.  We mostly base our maintenance window on releases from our backup vendor.  However, we’re likely to move to something more scheduled, perhaps timed with OS patch updates.  

In FY13, we should be moving from Solaris to Linux, which will make OS patch updates more regular.  During these maintenance times, the service will not be available.  However, we try to make sure we do the service window after all backups have been completed.

6. Has a system architecture document been created that can be referenced?
Yes. 
7. Have the above been documented and reviewed by the Availability Manager?
Yes
Risks (to be filled out by the Availability Manager):
1. No significant risks to availability identified.
Recommendations (to be filled out by the Availability Manager):
1. No recommendations at this time.

Decisions (to be filled out by the Service Owner, Availability Manager and the Service Manager):
1. N/A
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