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[bookmark: _Toc254867544][bookmark: _Toc254867881][bookmark: _Toc254868119][bookmark: _Toc254868231][bookmark: _Toc254874261][bookmark: _Toc254875694][bookmark: _Toc339398687][bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]EXECUTIVE SUMMARY
This Operational Level Agreement (“OLA”) for the Server Hosting Service with Fermilab Computing Sector organizations documents:
· The service levels provided for the Server Hosting Service
· The responsibilities of the Server Hosting Service , Fermilab Computing Sector organizations, and Fermilab Computing Sector users
· Specific terms and conditions relative to the standard Service Offering.

The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc339398688]SERVICE OVERVIEW
The IT Server Hosting Service provides customers a Windows, Linux, or Solaris based server that meets customer requirements and the operations standards required by Fermilab. These servers will be managed by central system administration staff and monitored to ensure the customer receives an optimal server with necessary availability. The IT Server Hosting Service also provides technical assistance in selection between virtual or physical configurations as well as aid in setup and configuration of application software.
[bookmark: _Toc212977948][bookmark: _Toc213019255][bookmark: _Toc233013661][bookmark: _Toc339398689]SERVICE DESCRIPTION
[bookmark: _Toc233013663]Provide centrally managed and monitored servers to be used for various Computing Sector application needs and to host Computing Sector central services.
[bookmark: _Toc339398690]SERVICE OFFERINGS
Fermilab approved and supported Windows, Linux, or Solaris server based operating environments.

[bookmark: _Toc233013664]STANDARD OFFERING
· Server Hosting
· Hardware and server OS monitoring
· Server meeting OS baseline requirements
· OS server software updated with the required OS level and security patches.
· Server OS backup and recovery utilizing the Core Computing Division central supported backup service.
· Server data backup and recovery utilizing the centrally supported backup facility based on negotiated backup requirements and possible resulting usage charges.
· Interface to vendor or on-site hardware support
· Interface to OS vendor technical support
· Interface to computer room facilities management
· Assistance and coordination of activities involving central backup, storage, or networking services to support the servers
· Provide life cycle and performance management analysis
· Technical assistance with application support with respect to the Operating system
· Coordination of necessary hardware and OS maintenance and technical support contracts with the Computing Sector contracts and finance services

· Server Consulting
· Server hardware and architecture design consulting based on specific customer server resource and load needs
· Analysis and selection of physical or virtual hosting environment


This service is not intended for:
· Individual desktop support
· Application support
· Scientific server support for systems dedicated to scientific experiments or purposes, other than those running centrally supported databases

This service requires that servers supported by the service meet the following requirements:
· Are under current vendor warranty or vendor authorized hardware maintenance support
(non-production systems may have hardware maintenance support via a third-party provider)
· Are less than 5 years old for production systems and less than 7 years old for non-production systems
· Are not past end of service life (EOSL) as defined by the equipment manufacturer
· Are running one of the supported operating systems at a currently vendor supported release and patch level
· Hardware located in a secure and environmentally controlled location (assumed to be datacenters or computer rooms supported by the Core Computing Division Facilities services)
· Physically accessible by system support staff during supported hours of service
(direct, unescorted access with appropriate training and physical security privileges (keys, card access, etc.))


[bookmark: _Toc233013665] ENHANCED OFFERINGS
Major Application Support
Servers that are part of Major Applications have additional aspects of this service provided based on the needs of the Major Application.   In particular, the Business Systems MA servers have the additional features of:
· Encrypted, isolated backups
· Off-site backup tape rotation
· Additional security controls for monitoring and baseline processing
· Off-site disaster recovery server support
· Network firewall support
· Network, storage, and processing segregation from general purpose computing systems to meet data control requirements
Such enhanced offerings need to be specifically negotiated with the service provider and driven by critical laboratory needs.   Exceptions to the conditions of the standard offering need to be explicitly negotiated with the service provider.

[bookmark: _Toc233013666] OFFERING COSTS
Costs of this service include personnel labor costs, vendor support contract costs (common Red Hat, Solaris, and Microsoft maintenance and technical support agreements), shared server room infrastructure costs (racks, power distribution, console servers, management workstations, distribution and management servers, backup server and devices, backup and security software, common storage (SAN/NAS), etc.)
Pass-through materials & services costs may be charged to the customer for the actual or apportioned (based on usage) costs required to provide these services.   Current costs that must be funded by the customers include:
· Microsoft Windows license and maintenance fees
· Red Hat Enterprise Linux annual subscription fees
· Hardware and hardware warranty/maintenance costs
· Storage, backup, and virtual services acquisition and annual fees as set by the Network Storage and Virtual Services service providers
· Data center facilities hardware costs (racks, power distribution units, console servers, KVM switches, etc.) as required to build out data center rack capacity for servers
· Software acquisition and maintenance costs for enhanced offerings (encrypted backups, file integrity monitoring, etc.)

[bookmark: _Toc233013667][bookmark: _Toc339398691]LIFECYCLE MANAGEMENT CONTEXT
Plan
The Service owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs and coordinate requirements with the networking, storage, and backup providers. Any equipment will be fully managed by the service provider. Any application software to be run on the customer’s servers will be managed by the customer or a designated application administrator.

Purchase
The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the Facilities service provider to ensure that adequate floor space, power and cooling are available for the equipment.  The Service owner will coordinate with procurement, receiving, PREP and the vendor to ensure the proper installation of the equipment into the Fermilab Datacenter(s).

Deploy
Server resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.

Manage
The Service owner will manage and maintain the Server systems operating systems and hardware. The Service owner will keep a record of system changes.

Retire/Replace
Hardware will be replaced by the Service owners as part of a normal hardware lifecycle in accordance with the hardware age and support requirements outlined above. Any platform or server migrations required due to such retirements will be the responsibility of the Service owner, but will require application owner participation and support for planning, testing, and deployment.  The application provider must plan and execute the necessary application conversion or upgrades to enable the application to run on replacement/upgraded servers. The Service owner will coordinate with the customer and application administrators to perform these types of upgrades or replacements.
Operating System (OS) software and OS management software updates/replacements will be provided by the Service owner as part of normal software updates or bug fixes. The application owners will be responsible for testing application functionality as part of the update and change process on non-production environments and validation of the updates and changes on the production environments.   The application administrators will be responsible for updating/replacing the application software, and the Service owner can be called upon to assist. 
Costs associated with hardware replacements, conversions, software upgrades/fixes will be passed onto the customer at actual or apportioned (by usage) rates.  
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[bookmark: _Toc339398693]CUSTOMER RESPONSIBILTIES
The Customer agrees to:
· Provide funding for the hardware, hardware maintenance, and software OS license, including ongoing funding required to keep the hardware and software current and supportable
· Fund hardware and operating system maintenance and technical support with 3rd party vendors at a level equivalent to or exceeding the required service level for the server
· Provide proportionate funding for server infrastructure (i.e. racks, power management, console access devices, cabling, network devices, backup software, security software, etc.) required to support servers used by the customer
· Fund virtual services, storage, and network costs as established by the applicable service provider
· Provide funding and application support resources to replace or upgrade hardware and operating system software prior to it reaching end of life (point at which vendor no longer offers break/fix support or security updates and patches).  The customer should plan for a 5 year server replacement cycle.   Production hardware must be replaced prior to reaching 5 years in age or prior to manufacture EOSL (whichever is sooner), or it will no longer be supported under this OLA.   All other hardware must be less than 7 years in age or prior to manufacture EOSL (whichever is sooner), or it will no longer be supported under this OLA.
· Provide a single point of contact, with two backup contacts, each of which is individually authorized and empowered to approve and agree to any necessary downtimes or outages needed to maintain the servers.   These  contacts will be responsible to coordinate any additional approvals or input from application or dependent services customers required.
· Provide and maintain a single email address (which may be a mailing list) to be used by the service provider to communicate any planned downtime for the server (such downtime is only communicated after being authorized by above contact)
· Coordinate and execute any upstream customer or user communications required for outages, maintenance, or other activities planned for the server that affect upstream customers or users
· Provide a list of external services that would be effected from system degradation or from a planned or unplanned outage 
· Provide a single point of contact, with one backup contact, each of whom is authorized to approve expenses related to the operation of the customers’ servers (i.e. maintenance costs, hardware repair costs, software license costs, etc.), provide necessary project & task code or budget line item (BLI) for costs, and provide necessary budgeting and financial information necessary for financial planning
· Participate in OLA reviews
· Provide representation for Continual Service Improvement (CSIP) activities. CSIP activities can be triggered in the event of an OLA breach or as part of normal Service Owner/Customer meetings. During this time, the customer and Service Owner can discuss what services are working well, which are not, and come up with suggestions as to what areas need improvements.  During this time, the Service Owner may also discuss with the customer upcoming Service improvements/changes/additions and poll the Customer for an opinion regarding these topics.
· Provide for periodic maintenance intervals for server patching, reboots, and other system maintenance activities on a frequency of at least once a month for up to 4 hours.    Provide for periodic maintenance intervals for server OS upgrades, firmware upgrades, or other system maintenance activities for up to 8 hours at quarterly (every 3 month) interval.   Provide for an extended periodic maintenance interval for major server upgrades or maintenance for up to 16 hours annually.  If customer requirements are such that this maintenance downtime is unacceptable, the customer must work with the service provider to design, fund, and implement a high availability architecture that allows for system maintenance within acceptable maintenance downtimes.
· Allow unscheduled downtimes for system maintenance outside of availability hours or any regularly maintenance intervals.  Customers will still be notified of any upcoming maintenance periods, but customer approval for downtimes outside of availability hours will not be required.
· Fund and maintain a similar (and, preferably, an identical) test and optionally, a development, server environment for any production server supporting a service that require higher than 99% uptime target.  This test server environment will be used to test planned production server changes.   If the customer maintains multiple non-production servers for an application or service, at least one of these must be similar (and, preferably, identical) to the production server – this environment is normally referred to as “integration” or “QA”.   All associated non-production servers must run the same operating system and version as production, except when an OS upgrade across the servers is in progress.

[bookmark: _Toc339398694]USER RESPONSIBILTIES
For clarity, the user is defined as Application Administrators working for the various service owners (the customers).
The user agrees to:
Non-interference with system administration
· Not affect privileges or access of  the server administrator accounts
· Not impact, alter, or disable standard system or OS processes or jobs
· Not perform OS or system altering operations (OS configuration changes, network configuration, etc.)
Daily Operations
· Be accountable/responsible for all activity on their servers and to notify the Service provider if these activities will cause a failure to perform the service. For example:
· System is shutdown
· System is being replaced/renamed
· System is currently under a multi-day maintenance period
· Be responsible for working with their customers should the Service provider notify the user that the activities on the server are detrimental to the Service. Examples included but are not limited to:
· High activity resulting in > 95% CPU usage
· Lack of system disk space (in general > 80% full)
· High Network load (in general, sustained usage over 60% of network link capacity)
· Operate under the principle of “least privilege” – requesting and granting OS and application access and privileges only to users with a verifiable business justification and utilizing the minimum privileges required to execute user responsibilities
· Users must work with the system administrators to establish policies and procedures to minimize the OS privileges required  for them to run and maintain their services and applications on the system
· In particular, unrestricted root or administrator privileges on servers will not be provided to anyone outside the system administration support team.   Access to such elevated privileges may be granted if restricted to specific commands or limited to specific, brief, temporary time intervals based on negotiation between the customer and service provider.

Application & Service Responsibilities
· Utilize application and service software from OS vendor provided repositories or distributions wherever feasible.   Only utilize software that is explicitly tested and certified for the target OS release on the server intended to host the software.
· Consult with the service provider prior to adopting software from other sources.   The user will be responsible for retrieval, build, packaging, and maintenance of software from any sources other than the supported OS vendors standard distribution and repositories.
· Utilize standard software package manager formats (msi for Windows, rpm for Linux, or package manager for Solaris) for any software to be installed on supported servers. 
· Support application software installs and configurations requiring system administrator privileges by providing detailed documentation on installation or configuration procedures with specific notations as to what localized choices and values need to be used by the system administrators to execute the procedure successfully and providing consulting as necessary in the execution of these procedures
· Perform application software administration, including configuration, operations, service monitoring, and service administration
· Keep application software current and up to date, patched against known vulnerabilities, to avoid computer security notices or incidents on the server
· Assume a server firewall configuration that will, by default, deny any inbound network connection attempts from outside the Fermilab network.   Where outside access is required by the service, work with the service provider to identify and limit such access to the minimum required network ports and protocols.
· Remediate application security issues in a timely manner when notified of such issues by the system administrators or computer security personnel
· Install and maintain application and service configuration such that they:
1. Automatically start and achieve necessary initial state when the server is booted normally
2. Automatically quiesce and shutdown cleanly when server is shutdown or rebooted normally
3. Can be cleanly backed up and restored by a file system level backup when the application or data areas are to be included in regular backups
· Identify any application specific filesystems or data that needs to be included in server backups and notify the service provider if these change
· Provide application/service contacts with availability corresponding to the server service level (i.e. 8x5 or 24x7) with off-hours contact information and secondary and tertiary contacts in case of service outages
· Maintenance and management of application software licenses, license keys, support, media, and documentation required to install, operate, and re-install the application or service.   Perform necessary communication and negotiation with application and service software suppliers as needed to license, install, operate, support, and maintain the software
Other Operational Responsibilities 
· Convey any server changes which may require changes to the Operating System.  These activities must not be performed without coordination and concurrence from the service provider.  Examples include:
· Changing (addition/removal of) physical disks
· Upgrade/replace application software
· When reporting an incident, the user must be available to work with the Service providers to troubleshoot and resolve the incident. 
· Plan and schedule monthly maintenance windows to permit timely patching and system maintenance of servers
· Provide, maintain and monitor application specific backup procedures if central services (section 2.2.1) cannot provide a useable backup.  For example Oracle rman database backups.
· Plan and execute application and service testing on test servers in a timely manner after server changes are applied to verify correct, post-change operation.   Validate production server changes immediately upon completion of the changes, during the production change maintenance window. 
· Provide and permit necessary management physical access to the servers during supported hours of operation.
· Provide and permit network access to the server required to perform standard system administration and operation including, but not limited to, remote login access, remote console access, central backup service connection, central monitoring and event logging access, software patching and update repository access, and system administration server access.

[bookmark: _Toc339398695]SERVICE PROVIDER RESPONSIBILTIES
The Service provider agrees to:

· Provide the services described in section 2.

· Review system event reports. 

If it is determined by the Service provider that the issue appears to be with the application software managed by the application administrators, a service desk ticket will be opened, providing any information the Service provider may have that may help the application administrators to identify and correct the issue on their application.

· Monitor server infrastructure (network availability, backups, patching, etc.)
· Upgrade service infrastructure as necessary as part of lifecycle management or to rectify software bugs.
· Meet response times associated with the priority assigned to Customer issues as outlined in section 6.2.
· Maintain appropriately trained staff
· [bookmark: __RefHeading__2262_207151207]Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage for production systems will be provided to the customer via email at least 1 week in advance of an outage
[bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698][bookmark: _Toc339398696]COMPUTER SECURITY CONSIDERATIONS
Please refer to the Foundation SLA.
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700]When specific software or system vulnerabilities are declared “critical” by the Fermilab Computer Security Team, the Customer must enable the necessary timely access and downtime required to remediate the vulnerability on the servers.
Computer security requires patches and updates in accordance with the FNAL patching timeline posted at http://security.fnal.gov/internal/patchingtimeline.html
For communication purposes, the Customer’s systems must allow communication over the site-network on remote access and system management ports required for system management. 
[bookmark: _Toc339398697]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701][bookmark: _Toc339398698]REQUESTING SERVICE SUPPORT 
Refer to the Foundation SLA.
[bookmark: _Toc339398699]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
[bookmark: _Toc254874276]Standard on-hours support consists of 8 x 5 support as defined in the Foundation SLA.
SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702]Support includes all descriptions listed in sections 2.2, 2.3 and 3.3. The person reporting the incident must be available for consultation from the support staff.
[bookmark: _Toc339398700]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279]Standard off-hours support is available only for production servers designated as 24x7 based on agreement between the customer and service provider.   Standard off-hours support is 24x7 as described in the Foundation SLA.
SUPPORT DETAILS
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703]Off hour support must be logged in via the 24x7 support line.
[bookmark: _Toc339398701]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]Organizations/customers can request additional support be provided on a temporary basis, for example, be available for weekend requests during a critical application upgrade.  These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested. If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.
[bookmark: _Toc339398702]SERVICE BREACH PROCEDURES
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705]Refer to the Foundation SLA.
[bookmark: _Toc339398703]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc339398704]RESPONSE TIME
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707]Please refer to the Foundation SLA.
[bookmark: _Toc339398705]RESOLUTION TIME
[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708]Refer to the Foundation SLA.
[bookmark: _Toc339398706]INCIDENT AND REQUEST PRIORITIES 
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709]Please refer to the Foundation SLA.
[bookmark: _Toc339398707]CRITICAL INCIDENT HANDLING
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712]Please refer to the Foundation SLA.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.

[bookmark: _Toc339398708]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713]Service enhancements are Customer requests for planned changes in service. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service managers will respond to requests for service enhancements received with appropriate advance notice within 10 business days. This time is needed to discuss issues regarding power, cooling, support and budget to determine if the enhancement request is possible. 
[bookmark: _Toc339398709]SERVICE CHARGING POLICY
[bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714]As outlined above, customers can be expected to fund server hardware, server software licenses, server client licenses (such as for backup clients or security management clients), operating system software subscriptions and maintenance, server hardware maintenance contracts fees, and a prorated fraction of common infrastructure costs such as racks, console servers, etc.   
When special, customer specific requirements incur additional or unusual expense, the customer will be expected to cover these costs.
Refer to the Foundation SLA.
[bookmark: _Toc339398710]SERVICE MEASURES AND REPORTING
The Service Offering dashboard for IT Server Hosting is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc339398711]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685]Physical servers to be supported must be server class systems with appropriate system redundancy and supported by the supplying vendor and/or the Fermilab’s contracted hardware support vendor.
This service will implement new or replacement systems using only one of the following operating systems:
· Windows Server 2008, latest service pack which has been out for 3+ months
· Red Hat Enterprise Linux 5 or 6, current point release that has been out for 3+ months
· Solaris 10 on SPARC exclusively (for replacement systems only – no new server implementations), at latest patch release that has been out for 3+ months
This service will assume support for additional or new server hardware only from the following vendors with the following architectures:
· Dell PowerEdge servers – i386 or x86_64 architecture
· HP Proliant servers – i386 or x86_64 architecture
· Oracle/Sun servers –SPARC architecture only (Solaris only)
· Virtualization platforms as provided by the Core Computing Division Virtual Services service
Existing operating systems and server hardware is “grandfathered” into this service and will be supported under the other terms of this service until replaced or retired.
Any new hardware to be supported by this service must involve this service provider in the design and specification of the hardware and must have the prior agreement of the service provider to support the hardware before acquisition.
This service will only accept support for additional pre-existing systems if they are running one of the supported operating systems, the operating system is current on patches, the server configuration complies to the applicable FNAL operating system baseline, the hardware meets the above vendor support and currency requirements.
This service will not accept support for any additional external disk or storage devices (disk arrays, tape drives or libraries, etc.) – any external storage requirements must be met using the central storage service offering or require an enhanced support offering.
[bookmark: _Toc339398712]APPENDIX B: OLA REVIEW PROCEDURE
[bookmark: _Toc213019270][bookmark: _Toc233013687][bookmark: _Toc213019269][bookmark: _Toc233013686]The series of steps will be conducted on at least an annual basis.  Either the Customer, Service Owner or Service Level Manager may request additional reviews as necessary.
1. At least one month prior to the expiration of this agreement, the customer will be sent notification via email requesting that a face-to-face review be conducted between the Service Owner and the Customer regarding the Service.
2. During the review, customer may negotiate changes to the Organizational Level Agreement with the Service Owner.  Requests for changes are subject to approval based on the limitations of resources from the Service, a supporting organization, funding and effort available.
3. If additional meetings are required, those meetings will be held as necessary in order to renew the OLA prior to expiration.
4. Upon agreement, all concerned parties will sign the document and renew the agreement for a period no more than 1 year.
5. Should an agreement not be reached prior to the expiration date, service will continue on a month to month basis using the existing OLA agreement requirements. 
[bookmark: _Toc339398713]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 
This service depends on:
· Networking
· Facilities
· Network-attached Storage (SAN & NAS) Hosting Services
· Virtual Hosting Service
· Central Backup Service
· Computing Division Financial Services
· Computing Division Procurement Services
· NGOP/enterprise systems monitoring service
· ServiceDesk service
[bookmark: _Toc339398714]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
[bookmark: _Toc255304211][bookmark: _Toc233013688]Key vendor contracts supporting this service are:
· Dell Managed Services hardware support
· Dell Warranty support
· Hewlett Packard warranty, hardware, and software support
· Oracle/Sun hardware warranty support
· Microsoft software support
· Red Hat software and technical support
· Oracle/Sun Solaris support
· Tripwire security software support
[bookmark: _Toc339398715]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc255304212][bookmark: _Toc339398716]E.1	CUSTOMER 1
[bookmark: _Toc255304213]No terms and conditions have been negotiated for this customer.
[bookmark: _Toc339398717]E.2	CUSTOMER 2
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc339398718]APPENDIX F: ESCALATION PATH
[bookmark: _Toc176148663][bookmark: _Toc233014578]Refer to the Foundation SLA.
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