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Computing Study at Snowmass2013, as input for P5
• Snowmass 2013 Community Study,  

“Computing Frontier”
✦ Detailed look at computing and software 

needs to advance experimental and 
theoretical HEP
• computational requirements
• facility and software infrastructure 
• research investments needed
• training requirements

• Detailed report and high-level summaries 
as part of the Snowmass Report and a 
subsequent report to DOE from the 
“Topical Panel Meeting on Computing 
and Simulations in High Energy Physics”
• Used as input for the P5 

recommendation on computing
✦ “Strengthen the global cooperation…”
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http://www.slac.stanford.edu/econf/C1307292/docs/SnowmassBook.pdf
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Enabling R&D (Computing) 

•  The recent Report from the Topical Panel Meeting on Computing and 
Simulations in High Energy Physics articulated the challenges involved 
in meeting the increasing computational needs of the field and 
suggested steps to take full advantage of cost-effective computing 
solutions. The present practice is to handle much of the computing 
within individual projects. Rapidly evolving computer architectures and 
increasing data volumes require effective crosscutting solutions that are 
being developed in other science disciplines and in industry. 
Mechanisms are needed for the continued maintenance and 
development of major software frameworks and tools for particle 
physics and long-term data and software preservation, as well as 
investments to exploit next-generation hardware and computing models. 
Close collaboration of national laboratories and universities across the 
research areas will be needed to take advantage of industrial 
developments and to avoid duplication.  

 
•  Recommendation 29: Strengthen the global cooperation among 

laboratories and universities to address computing and scientific 
software needs, and provide efficient training in next-generation 
hardware and data-science software relevant to particle physics. 
Investigate models for the development and maintenance of major 
software within and across research areas, including long-term 
data and software preservation.  

 

P5 Report to HEPAP
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Cooperation and Collaboration in Computing

4

• Very concrete examples for cooperations in all directions
✦ like the ESnet Extension to Europe EEX supporting LHC TA network
✦ the HEP-FCE Forum for Computational Excellence
✦ the HEP Software Collaboration with Europe, many more
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Findings from the Computing Study: 
For the Energy Frontier and the Large Hadron Collider:
• Computing limitations already reduce the amount of physics 

data that can be analyzed
• The planned upgrades (HL-LHC) are expected to result in a 
✦ ten-fold increase in the number of events 
✦ and a ten-fold increase in event complexity. 
✦ LHC produces about 15 petabytes (PB) of raw data per year now,  

but in 2021 the rate may rise to 130 PB
• Efforts to increase code efficiency, parallelism, data processing 
✦ explore the potential of computational accelerators
✦ advance from sequential to “big-data” type data analysis
• More than half of the computing cost is now for storage
✦ in future it may be cost-effective to recalculate, rather than store
• Attention on data management and wide-area networking
✦ assure network connectivity for distributed event analysis

5
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The Big Data Frontier (2013 Snowmass)
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One year of all business emails

LHC Google search index

Content uploaded to  
Facebook each year

youtube
health records

Climate data

library of congress

Nasdaq

US census

Tweets in 2012

http://www.wired.com/magazine/2013/04/bigdata/

15.36 PB
LHC annual  
data output

from Wired Magazine

Total 2013 Data Set of  
One LHC Experiment

(140 PB)

http://www.wired.com/magazine/2013/04/bigdata/
http://www.wired.com/2013/04/bigdata
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Long history of provisioning and operating storage for all 
Fermilab Users: approaching 100 Petabytes of data… 
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Detailed modeling of expected compute and data needs
• Very large increase  

in online-storage  
(disk systems)
✦ at Tier-1 (lab)  

and Tier-2 centers
• This is a main  

cost driver for  
LHC computing  
upgrades

8

2016

2015

2017

2018

CMS Computing  
Resource Requests
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Compute Needs: Huge “spikes” above a large “baseline”
• LHC experiments are looking for ways of fulfilling  

peak demands on the time scale of 2016-2018

9

Requires on-demand 
additions to LHC 
computing i/s!

CMS Computing  
Resource Requests

2016

2017

2015
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q

Data Analysis: Distributed High-Throughput Computing
• Hundreds of individual researcher cause huge increase in data analysis

✦ University computing centers (Tier-2s)  run >> 1M jobs/week
• CMS moved to HTcondor-based “overlay job manager” (green, below)

✦ homogeneous, stable execution environment, phase out old Grid software 
• allows use of cloud resources and other dynamically provisioned resources

✦ CMS HLT farm and CERN general purpose “Agile” infrastructure
• Use of HLT farm increases computing capacity by a ~factor of 2!

✦ provisioned as IaaS through amazon EC2-compatible OpenStack interface
✦ through HTCondor, support for security infrastructure

10

glideIn-WMS / HTcondor

EDG gLite phased out
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Distributed Computing and Sharing of Resources
• LHC was the first in HEP to adopt a distributed computing model
✦ Before LHC most of the computing and storage capacity was at a  

central experiment data center
✦ now most HEP experiments have adopted distributed computing
✦ Open Science Grid helps with opportunistic sharing of resources
• > 100M CPU hours on the OSG were “opportunistic”, ~10%, increasing 

11
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Energy Frontier Computational Strategies
• High Throughput Computing
✦ process as many events as possible in the shortest period of time
✦ tasks (data analysis, reconstruction, simulation) split into parallel jobs
• no/loose inter-process communications, it’s an “embarrassingly parallel” problem

✦ distributed computing resources, presented to users/work flow engines 
through “overlays” as a coherent job execution environment 
• pilot-job based Overlay Job Managers through glideinWMS, Panda, HTcondor

• Work flow aspects are very important for the quality of the result
✦ e.g. significant data management, book keeping, provenance tracking
• Very significant data component
✦ managing and extracting science from tens of PetaByte active data
• observational and simulations data ~ same size
• expect to grow to ~.3 ExaByte of active data on OSG during this decade

✦ across a set of data centers for local and remote access to data
• The biggest computational challenges are volume and complexity 

of the data to be processed 

12
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Computational Challenges for the LHC
• Challenging resource needs require efficient and flexible use of all resources

✦ We’re proactively looking into ways of tapping into new kinds of resources
✦ both Distributed High-Throughput Computing (Grids, Clouds) 
✦ and High-Performance Computing (some successes with NERSC, LCF, XSEDE)
✦ Sharing and opportunistic use help address resource needs, from all tiers of 

computing, and now including community or commercial clouds etc
• To stay on the Moore’s law curve, need to proactively make full/better use of 

advanced architectures: multi-threading, GPU environments, low-energy 
CPUs

✦ With the need for more parallelization the complexity of software and systems 
continues to increase: frameworks, workload management, physics code

✦ Important needs for developing and maintaining expertise across offline, computing, 
POGs etc, including re-engineering of frameworks, libraries and physics codes, adapting 
key software tools

• Unless corrective action is taken we could be frozen out of cost effective 
computing solutions on a time scale of 10 years.

✦ There is a large code base to re-engineer
✦ We currently do not have enough people trained to do it

13
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Increasing Complexity of Events at EF 
Exponentially Increasing Resource Needs
• each recorded interaction consists of a hypothesis-dependent complex 

hierarchy of data structures
✦ 2d-hits vs 3d hits vs track elements vs particle hypothesis etc
✦ raw and reconstructed signals etc

14
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Tier-2 Tier-2 Tier-2

GPFS
GFS

LHC Tier-1/2 centers make huge  
data sets accessible for analysis
• Tier-2s vary from 10s of TB at the 

smallest site to several PB of disk at 
the larger sites
✦ centers employing diverse set of disk-

based storage solutions
✦ In 2014 there are  >> 100PB of disk 

storage in use at LHC Tier-2 centers
• The ability to procure and operate 

large disk-based storage resources at 
a large number of computing centers 
has been critical to the success
✦ LHC Tier-2s are very heavily utilized 
✦ challenging IO applications 
• DataManagement Complexity

15
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Federating the Data Centers
• LHC experiments federate their distributed storage systems

✦ Create a common global namespace across all storage sites,  
accessible from anywhere, with local file catalogs and “redirection” 

✦ Make easy to use, homogeneous access to data, based on xrootd system
✦ Empower sites to add/modify/operate their systems locally, federating it to the 

overall experiment’s globally distributed system
• Many uses and advantages

✦ Failover for load balance or in case of  
problems with local storage systems

✦ Gain access to more CPUs using  
WAN direct read access
• brokering to Tier 2s with partial datasets
• opportunistic resources w/o local storage

✦ Use as caching mechanism at sites to  
reduce local data management tasks 
• Eliminate cataloging, consistency checking,  

deletion services
• System is now being commissioned world-wide 

16

Tier-1

Tier-2

Tier-2

Tier-1

Tier-2
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Seamless Data Access through the Wide Area Network

ATLAS Computing - Ueda I. - ICHEP 2012.07.07.

Storage Federation
The current system is based on the “Data Grid” concept

• Jobs go to data -- access via LAN
• Replicate data for higher accessibility

‣ transfer the whole dataset

• Jobs to be re-assigned when the data there is not available

“Storage Federation” provides new access modes & redundancy

• Jobs access data on shared storage resources via WAN
• Analysis jobs may not need all the information / all the files

‣ Transfer a part of the dataset
‣ File and Event Level Caching

• System of Xrootd ‘redirectors’ is the possible working solution today
‣

11

‣ Work in past year within 
US ATLAS Computing 
Facility to develop the 
concept and test 
performance

‣ Test being extended from 
regional to global

17

Sudhir'Malik' ICHEP'2012,'Melbourne,'Australia'–'4>11'July'2012' 12!

FederaHon!

• Remote access gives us data for one site 
• We need a federation to access all sites across all CMS sites  

• Optimized IO allows over-the-WAN direct access (“streaming”)
✦ Sending data directly to applications over the WAN (using xrootd) 

• Small impact on WAN traffic  
compared to total HEP use

✦ transfers vs direct access
✦ caching feasible
✦ traffic being closely monitored  

• Huge impact on managing  
the data and the storage:  
local data management,  
bottom-up, empowering sites 

• Huge impact on Science:
✦ Any data, anytime, anywhere!
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The Future? 
• Data federation is a good first step for data ubiquity etc
• in future we need a robust system following industry trends:  

data intensive content delivery networks for scientific data
✦ delivering to super computers, clouds, clusters, people etc

18

What we need 
• Data federation is a good first step, but what we need is a 

data intensive scientific content delivery network 
• Delivering to super computers, clouds, clusters, people, etc 

Maria Girone 18 
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Content Delivery Networks: 
Compare to Netflix (I.Fisk)

• HEP problem harder than Netflix?
✦ Netflix delivers streaming video 

content to > 20M subscribers
✦ Routinely quoted as the single largest 

user of bandwidth in the US
• More than 30% of the traffic

• HEP has a different working point: 
   < # clients,  
   < distribution,  
   > bandwidth per client

• However, much larger data set
✦ HEP can’t make many multiple  

static copies
✦ need different strategies instead:
- make dynamic replicas and clean up 

when no longer useful
- access data directly over the wide area 

networks

19

LHC
Computing

Bandwidth 
per client

1.5Mbit/sec 1MByte/sec

Clients 1M* 100k cores

Serving 1.5Tbits 0.8Tbits

Total Data 
Distributed

12TB 20PB

Annual 
Budget

>$4B < $.04B

e.g. Forward 
Physics  ;-)

Similar Problems:
Not all files
are equally 
accessed
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LHC Upgrades and High-Luminosity LHC

20

U.S.  CMS  
Operations 

Program

Sept 23, 2014 - McBride 2014 U.S. CMS JOG

▪ LS1 detector improvement program nearly complete.  Commissioning underway. 
▪ US CMS Phase 1 upgrade project passed CD2/3.  
▪ Phase 2 R&D grew significantly in FY14.   CMS Phase 2 Technical Proposal preparations 
▪ Data challenge CSA14 - now wrapping up!

3

US CMS Program in 2014CMS!Upgrade!program!
4'

LS1'
2013L14'''''''''''''

LS2'
2019'''''''''''''''

LS3'
2023L25'

LS1':'Prep'CMS'for'�13'TeV,''>1'x'1034'Hz/cm2','<PU>'>25,'25ns'bunch'spacing'
•  4th'Endcap'Muon'sta:on,'improve'readout'of'CSC'ME1/1'&'DTs'
•  Replace'HCAL'HF'and'HO'photoLdetectors'
•  Tracker'opera:on'at'L20�C''
•  Prepare'for'further'Phase'1'upgrades'

Phase'1'upgrades:'Prepare'for'1.6'x'1034'Hz/cm2','<PU>'�40,'≤200'`L1'by'LS2,'
' ' ''''''''and''up'to'2.5'x'1034'Hz/cm2,'<PU>'�'60,'<500'`L1'by'LS3''

•  New'L1Ltrigger'system'(Calorimeter'L'Muons'L'Global)'(ready'for'physics'2016)'
•  New'Pixel'detector'(installa:on'in'technical'stop,'start'of'2017)'
•  HCAL'upgrade:'photodetectors'and'electronics'

Phase'2'upgrades:'�'5'x'1034'Hz/cm2'luminosity'leveled,'<PU>'�'140'
' ' ' '''Reach'total'of'3000'`L1'in'�10'yrs'opera:on'

•  Replace'detector'systems'whose'performance'is'significantly'
degrading'due'to'radia:on'damage'

•  Tracker'(pixels'and'strips),'Endcap'calorimeters'
•  Maintain'physics'performance'at'this'very'high'PU'

•  Trigger,'electronics,'enhanced'tracker'coverage''

Long'Shutdowns'

Run 2

Run 3

U.S.$$CMS$
Opera,ons

Program

U.S.$CMS$'$Phase$2M.$Chertok,$Sept.$24,$2014

HL-LHC Physics Program

!New physics reach example
! SUSY EWK gauginos

3

!3000 fb-1 at √s=14 TeV
!Precision studies of Higgs and any 

other new particles yet to be found
oCouplings, masses, JPC

!Steady extension of searches
oAccess higher masses with ∫Ldt
oRare processes, weakly produced states

!Targeted searches
oNew models
oTest/complement any discoveries, 

including those made elsewhere

To#achieve#this,#CMS#must#maintain#full#capability##under#extreme#HL=LHC#condi>ons:#
powerful#detectors,#DAQ,#trigger,#soEware,#compu>ng

5.5 Chargino-Neutralino Production 23

the same as for the 8 TeV analysis, except for the statistical uncertainty on the fake prediction,
which is scaled down by the square-root of the luminosity and cross section increase, as this
uncertainty is driven purely by the fakeable object count in the isolation sideband. For Sce-
nario B, the signal extrapolation is done in the same way, but the systematic uncertainty on
the rare SM background is reduced from 50% to 30%, as it can be assumed that the cross sec-
tions and kinematic properties of these processes will be measured and better understood. The
systematic uncertainty on the fake background is reduced from 50% to 40%.

Figure 19 shows the topology of the investigated simplified model and the 5s discovery region,
which is extended up to sbottom masses of 600–700 GeV and LSP masses up to 350 GeV.

5.5 Chargino-Neutralino Production

With higher luminosities, the searches for the electroweak SUSY particles may become increas-
ingly more important. Charginos and neutralinos can be produced in cascade decays of gluinos
and squarks or directly via electroweak interactions, and, in the case of heavy gluinos and
squarks, gauginos would be produced dominantly via electroweak interactions. Depending
on the mass spectrum, the charginos and neutralinos can have significant decay branching
fractions to leptons or on-shell vector bosons, yielding multilepton final states. Here the pro-
jections of the discovery reach for direct production of c̃

±
1 and c̃

0
2, which decay via W and Z

bosons into the LSP (c̃0
1) [37], are presented. This production becomes dominant if sleptons are

too massive and c̃

±
1 and c̃

0
2 are wino-like, which suppresses neutralino-pair production relative

to neutralino-chargino production.

The analysis is based on a three-lepton search, with electrons, muons, and at most one hadron-
ically decaying t lepton. In order to get an estimate for the sensitivity at 14 TeV two different
Scenarios (A and B) are considered, as discussed earlier. The results are shown in Fig. 20. The
chargino mass sensitivity can be increased to 500–600 GeV, while discovery potential for neu-
tralinos ranges from 150 to almost 300 GeV.
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The High-Luminosity LHC will bring new  
Computing Challenges to the Energy Frontier
• The HL-LHC program will likely have a 10-fold 

increase in trigger rate and data complexity
✦ computing costs will constrain data rate, and thus the 

possible choices on triggers and analyses  
• LHC raw data: ~15 PB now; ~130 PB in 2021 

✦ the total dataset sizes could be up to 10x larger,  
once we include processing steps and simulated data 

✦ data management must become much more efficient
• With flat budgets (optimistic) we might gain a factor 

of 4-5 in capacity over the coming decade
- in the past LHC computing world-wide added  

~25k processor cores and ~34 PB of disk, each year
• In future need to make better use of resources as 

the technology evolves
- we’re still not optimized, and don’t use the full capacity
- Adapting to new processor architectures becomes more 

challenging, requires specialized (and valuable) expertise
• Storage is cost driver, disks get cheaper only slowly

✦ not all data needs to be on disk — $10 puts 1M additional 
events on tape (CMS) — advanced data caching, 
workflows, data access etc: Big Data technologies!
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• In software, CMS has focused on new architectures
✦ low cost and low power ARM processors, high performance GPU and co-

processor systems
✦ need to deal with much lower memory/core
• Substantial development effort to improve ability to run across many cores

✦ thread safe code and libraries, algorithm re-engineering
✦ matching the multi-core architecture, but running against Amdahl
• New resources and more techniques in resource provisioning

✦ developing access to opportunistic computing and migrating to cloud provisioning 
tools

• More efficient use of storage
✦ move to SSD, dynamic data placement, more reliance on data served remotely 

and content delivery networks
✦ subsequently an even larger reliance on networks (see M.Ernst)
• Reduce sample of data that needs to be re-processed and re-analyzed

✦ use of Big Data tools and techniques to reduce size of samples needed for 
analysis

R&D and Improvements Needed

22



LATBauerdick I HEP-ASCR 10/26/14

Need for Training and Career Paths
• Encourage and support training, as a continuing activity 
✦ Use certification to document expertise and encourage learning new 

skills 
✦ Use mentors to spread scientific software development standards 
✦ Involve computing professionals in training of scientific domain experts 
✦ Use online media to share training 
✦ Use workbooks and wikis as evolving, interactive software documentation  

• We need to provide young scientists with opportunities to learn 
computing and software skills that are marketable for non-
academic jobs 

• We need training and career paths  including tenure stream) for  
researchers who work at the forefront of computation techniques 
and science is critical 

23
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Another Problem: Data Longevity
• What to do with 100s of PB of data over 10s of years?
✦ Irreplaceable resource, should be preserved, some how, for the future
• in the past, e.g. the entire data for a LEP experiment fits on a desktop hard 

drive
• still, just 1 of 4 LEP experiments actually demonstrated ability to reanalyze data 

• DPHEP Working Group
✦ Convened by International Committee on Future Accelerators (ICFA)
✦ 2 reports, concluded: “an urgent and vigorous action is needed to ensure 

data preservation in HEP”, “A clear and internationally coherent policy 
should be defined and implemented”

✦ Tier model: from documentation, outreach level to reconstructed, full data
• Effort at Fermilab to address preservation of Tevatron data
• Emerging LHC Data Preservation and Access plans
✦ outreach efforts using “Tier 2” data already
✦ serious amount of work needed for Tiers 3 and 4
• DASPOS project to link to Biology, Astrophysics, Digital Curation
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Summary
• LHC computing at the current scale is hardly limited by technology 
✦ but it is already limited by what we can afford or are willing to spend!
✦ experiments make choices and set priorities about which type of events 

can be collected, what data analyses can be followed through, based on 
how much computing and storage resources can be afforded 

• ==> Computing and ability to process data is often a limiting factor 
for the physics program 

✦ fundamentally the data set size is given by trigger rate, i.e. physics
✦ computing resource needs ~follow, modulo optimizations of work flows
• LHC data set size is continuing to grow, driven by the even rates
✦ expect to go someplace in the neighborhood of 10-20 kHz sustained rate 
✦ only known alternative: store just pre-processed/synthesized data
• Would be a big change of mentality and in the scientific process

• More storage and processing capabilities make for better physics
✦ while the existing data tiering techniques and the successful federated/

distributed data storage/access model predict good scalability 
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Outlook
• Success of the ambitious LHC program and upgrades requires significant 

advances in computing and software 
✦ New technologies and approaches have been and will be transformative 
✦ Distributed computing, networks, parallelization, virtualization, GPUs etc
• Industry has caught up to us, and in cases has surpassed us

✦ Should take advantage of progress in industry and advances in other sciences
✦ There’s much to leverage! Big Data is good news, Clouds are good news…
• Investing in community planning, solve common problems in partnerships

✦ Investments in common development are important, and require support
• Collaboration and partnerships are essential

✦ Distributed computing requires partnerships, between sites, science 
communities, with computer scientists, between agencies etc 

✦ The FCE is starting with a software focus, and a computing institute would help !
• We have amazing challenges, and progress in computing immediately 

translates into advances in the science domain
✦ Many opportunities to partner with ASCR experts and facilities
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