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Both the Computing Division, as system planners and service providers, and our experiment customers have greatly benefited from the Feynman Computing Center's (FCC) power and cooling infrastructure that has enabled the facility to essentially be "up" all of the time.   It is thought that since it was installed in October, 2001 this reliable power and cooling infrastructure have maximized scientific output, smoothed operations of laboratory business, minimized frustration levels and customer complaints and minimized potential embarrassment of the laboratory such as might occur if key systems were off when, for example, people visited our web site following a publication or announcement.  Our time is spent efficiently administering computing systems rather than diagnosing and repairing failures due to sudden loss of power.

 

As most people know the FCC has hit limitations on power and cooling and is tight on space.  The directorate and FESS have worked extremely hard to come up with a plan to furnish an additional computing facility for the lab by refurbishing and upgrading part of the Wide Band complex.   This is a large project and an overall investment of many millions of dollars. The initial stage of this is being executed at the highest priority in order to provide the first increment of space, power and cooling by late summer 2004.  In FY04 alone this is an investment of $2.7M  and those funds provide little more than the basic infrastructure for the building with minimal Uninterruptible Power Supplies (UPS) and no backup generator power.  Getting additional General Plant funds in 2004 is not possible. 

 

Ideally running all of our systems in an uninterruptible power environment is by far the preferred mode of operation.  However, the costs of this mode of operation involve a large upfront investment of approximately $1.1M for a generator and even that is unlikely to be sufficient for more than two years since we must provide power for both the equipment purchased annually and the cooling for these systems.  

 

A review of historical data on power outages and evidence collected in the past indicate that without UPS power protection we might expect as many as 10 unscheduled annual outages that would leave in their wake a large number of damaged systems and a great deal of work and lost time to repair and bring the systems back to a fully functional mode.  UPS protection systems for one year’s equipment are projected to cost on the order of $100K. The power requirements of the systems each year cannot be known exactly because of evolving technology and the changing balance between compute nodes and file servers.  However we believe this to be a reasonable estimate of annual UPS cost.  
Running systems without a UPS would save only $100K.  The risks to the equipment and loss of work time lead us to take the position that we will not, in the future, operate facilities without UPS protection for all of the systems within the facility such that a graceful shutdown of systems and protection from glitches and spikes can be provided.  We believe the effective costs of running without a UPS would considerably exceed $100K. 

Even with a UPS we expect additional equipment failures and lost work time compared to an uninterruptible power infrastructure.  We estimate this requires approximately 2.5% in additional capacity to be purchased to compensate for loss of capacity due to power related failures.   On a $4M annual purchase this would amount to approximately $100K of additional equipment. 

 

The costs for additional capacity due to power downs (~$100K/year) must therefore be compared to the cost of providing an uninterruptible power environment, since the UPS is needed in both scenarios.   Unless we can find a way to furnish uninterruptible power to all satellite computing facilities, and in particular to the Wide Band HDCF, at a cost that is considerably less than the backup generator costs quoted above, the Computing Division strategy for the use of Computing facilities in the next four years will be as stated below:- 

 

1) The Computing Facilities operated by the Computing Division will be divided into two classes of facility. Uninterruptible power facility (UPF) and UPS protected facility (UPSPF). In FY04 and FY05 FCC will be the only UPF.  We will not operate any facilities without UPS power conditioning systems that provide power for all computing equipment for about 7 minutes.  The facility at the New Muon Lab will be brought into line with this strategy over the next few years.  Without a generator a UPS cannot sustain systems for more than a few minutes because the cooling systems will not be operational in a power fail situation and so shutdown of systems will begin within 2 minutes of power failure. 
2) All computing systems and services will be designed to locate in the UPF any machine or equipment whose failure would 
· impact interactive service as seen by a human or 
· would impact production processing or production analysis activities in a manner disproportionate to the contribution of a single machine or 
· would reduce availability of data or services in a manner that would disproportionately degrade the functioning of other systems or services or 
· would affect the business systems of the lab. 

3) Equipment that does not meet the criteria listed in 2) will be eligible to be moved out of the FCC UPF, to a UPSPF. This equipment will, to first order, consist of racks of compute nodes.   In order to provide sufficient room for systems that require UPF many of the highest density and newest compute nodes may be moved out of FCC early on. 

4) The new UPSPF facility at Wide Band is being designed as a facility with a very high power and cooling capacity per square foot of space.  It is imperative that this expensive infrastructure be fully utilized.   Initially we believe there will be some older equipment at the Wide Band facility, whose power density per square foot may be lower in FY04/early FY05 than originally planned for, resulting potentially in a shortage of space for equipment in FY05/early FY06.  This will be necessary in order to provide sufficient headroom for power in FCC.  In FY05/early FY06, when space at the Wide Band UPSPF will be limited, rolling decommissioning of equipment may be required in order to install new equipment. 

5) Computing Systems and services architectures that place equipment in a UPF will be stringently reviewed to ensure that optimal use is made of the valuable UPF space, power and cooling.

6) Computing Systems and services architectures that do not place equipment in a UPF will be carefully reviewed to ensure that proper consideration has been given to lost work time, customer inconvenience and public relations. 

7) Reliable networking between the Wideband UPSPF and the FCC UPF will be furnished in order to make the combined facility look like a single local area network.  Care will be taken to provision adequate fibers for this and to ensure that no characteristics of the network limit the reliability and robustness of the systems and services that are built on equipment housed in both a UPF and a UPSPF.  
8) For scheduled power outages we expect to be able to rent a generator and continue operations of the Wide Band UPSPF uninterrupted. 

9) In FY06/FY07, based on experience in FY04 and FY05, we may require a part of the Wide Band HDCF to be designated as a UPF and furnished with a generator. 

10) Experiments will be advised that all of their application codes and their production and analysis control code must be carefully written to minimize the effects of failures of UPSPF resident compute nodes, disk caches or network equipment.  

 

It is clear that the result of adopting the above strategy with respect to computing infrastructure will have an impact on operations and system availability in FY04 and FY05 in particular.  Because we have no slack for adding additional systems and we expect occupancy of the new HDCF at Wide band only in late summer we will have to take extraordinary measures in the next two years to accommodate all of the computing equipment. This will require adding infrastructure at the satellite computing facility at the New Muon lab. Movement of equipment to provide systems that meet the architectural model outlined above will have to be done while we operate and provide services to all experiments. This will be during a time of heavy demand on our computing facilities.  Some significant down times and lost work time can be expected.  
Aggressive decommissioning of some equipment can also be expected consistent with standard practices and a lifetime cycle which replaces older equipment with new, much more capable equipment, giving better performance in the same space and using the same power and cooling.   

 

