Policy, Publication and Trust
(A Report on the work done till date 04/10/2006)
Motivation:

During July 2005 at the SLAC OSG meeting Stu, Ruth, Ian proposed to an OSG Policy, Publication and Trust Activity (PPT). 
Initial Scope (Proposed)::

The scope of PPT was to deliver requirements and documentation on Policy. One goal is to define site policy, VO policy, and technology so that sites can participate in OSG while living within site security policy. The activity will concentrate on: Requirements; Interfaces; Interactions; Documentation and Workflow
Few examples of the scope of the activity:

For Policy:
 - What are typical site policies that don’t require security exemptions?

 - What are the VO policies for membership, verification of AUP, personal information?

 - How is the policy defined? Do we have the language we need?

For Publication:

  - What are the requirements of the technology to publish the policies?

  - How is the information exchanged?

For Trust

· What does it take from a interaction and technology standpoint to establish the trust relationships and get a VO supported on a site

As part of the initial proposal the activity included having access to site representatives, security experts and technology developers (who may eventually do implementation from the requirements.) 
Initial Deliverables (Proposed):

A primary deliverable of the activity is architecture for a technology to define Policy from resource providers and VOs. This policy needs to be published and enforced in such a way that trust relationships are established.

Potential Use-Cases:

1.) A new VO decides to join the OSG and asks that it be allowed access to a specific resource.

  -   How does a resource decide if it can allow the new VO to run/store there?
  -   How does the resource know the VOs activities and requirements?     

       (Commercial, biological with secure information, etc.)

 -  How does the resource determine the membership process for the VO?
 -  How does the resource know that it's constraints for utilization (AUP, age 
     limitations, activity limitations, etc.) are being followed by the VO?
 -  How does the VO decide that it can meet the resource constraints?

 -  How does VO know the Policy of a resource and how can it indicate it is 
     following site specific policy when there maybe many in the OSG?

2.) A resource determines than a VO is acting against the site policy by performing an activity outside the published policy of the VO. (Running DOS, running commercial application, whatever).

 - How is the relationship re-established?

Our initial expectations were the VO/Site administrators/users should comment about what they feel on how we should move forward with such and activity.

Our initial goals were to:
· Write down some high-level, general requirements
· Without prior knowledge (!) of explicit existing solutions
· Explore other work on the topic
·  Expect to find significant existing work, but possibly in a much narrower scope
·  But use this to refine requirements
·  Get stakeholder input
·  Get community support for activity
Policy:
In this process we explored how we define the policy here in the OSG framework: 

a) Policy is for what? 
b) Are we considering it to be a “appropriate use” policy.
c) Does this ends up being a superset of many other issues that are already (being) solved and hence may run into “reinventing the wheel” or “irrelevant” objections  

d) How does Policy overlap with Privilege and Authorization?

These may best exist as independent sub-classes of Policy certainly don’t 
want to conflict or reinvent. Is this too broad?

e) We prefer to think of it as a generalization and unification of the specific sub-classes, with the benefits that may come from uniform or general solutions
f) There has to be a "language" of policy.  It's clear that there is not now, nor is there likely to be, a universal language.   What is more likely to appear is a language for each VO and each resource site.

· For example, think of the language as an accepted set of name / value(s).  A resource site might advertise it's accepted users as: ACTIVITIES_ALLOWED=[HEP,BIO,ASTRO]

· There might be cross references to other naming sources, e.g. at the grid or  consortium level :   ACTIVITIES_ALLOWED=[OSG.ACTIVITIES_ALLOWED]
· A "higher level" of language, e.g. the OSG "language", could provide a common subset of language elements. The greatest benefits come from pushing language elements to the highest possible, and hence the most shared, level but this looks like an implementation…  need to be able to state this in the language of requirements
Interoperability will require a translation among languages.  The translation will have to be done by the party with the interest in the results. That is, you cannot expect to trust an external agency's translations into your language.
· For example, a site might wish to know that a VO belongs to a class of science, say Biology, before granting resources.  The VO might represent veterinary science, and consider itself to be "Biology".  But the site might have really meant "human Biology", so they would interpret the VOs purpose differently. 
· Languages, even at the VO or site level, will change.  There should be a provisioning for the "version" of a language.  Translations hence also have to operate with different version inputs.  To keep things sane, versions should allow backwards compatibility

Publication:
Individual sites and VOs would need to satisfy required PPT functions:

The site/VO must be able to publish requirements
· Originating from the site/VO "authority“
· in reply to queries, both general and specific
· "open" = no requirements on requestor
· in a standardized (as above) response language
· and must give standardized response if requested info not available
· may use derivation of info from stored info, where the derivation becomes equivalent to stored info,

   
 i.e. there is no distinction between stored and derived info
· The site/VO needs to be able to query other site/VO requirements as a function of the operation/resource/limits requested
· The site/VO may be allowed to "Hide" some site/VO-specific policies, giving only a public face as necessary
· The site/VO must be able to add/delete/update information by the site/VO administrator
Trust:

The "Trust" function of PPT means that an external entity must have a means of verifying the accuracy of site/VO responses to queries.  This might originate with a "certificate" granting authority verifying the both the authenticity and the accuracy of certain language elements,
e.g. DOE could confirm a site as being "HEP“

At this point, most thoughts on "Trust" are of implementation, and requirements are not at all clear. Need to translate use cases to requirements
In advance of an OSG meeting (in Buffalo, 8/29-30), we'd had a meeting with CST about Fermi security policies for OSG, our immediate focus was on Policy, specific to OSG, and more specific to OSG sites - Fermilab obviously the most important.  We were interested in hearing from CST what they believe the security policies should be. 

For example, comments on such things as required certificates, uid/gid mapping, firewalls, access roles, etc would be welcome. We were trying to express policy "in words" only at that point.
The focus of our questions before the meeting was on the requirements of Fermi computer security on policy, particularly as applied to OSG usage of resources within the Open Science Enclave.

Our current goal is to express, in words, the set of necessary and sufficient policies under which the OSE will operate.  We wanted to be Fermi specific at that time.  We targeted an era when OSG may use Fermi resources without need for security exemptions.

Use cases we considered might help make the issues surface. 
· I'm an external user wanting to use the OSE resources
· Those resources include: processor time, local storage,                               access (rw) to remote storage, external network access (eg database, input or output data)
· What do I need to supply?
· from my local (home) VO
· from my collaboration VO
· from this site (Fermi) VO
· What constraints are placed upon a VO in order to satisfy Fermi requirements?
· How are security requirements intermixed or dependent upon policies set
     for: allocations, priorities, environment/technology (eg OS version, processor
     architecture)?
· How is my identity translated/assigned to local uid/gid?
· By what mechanism can the VO role to site role translation take place?
· Some specific items of discussion might include:
· Is shell level access permissible?
· What is the policy for virtual (eg Xen) machines?
· Are gateway/gatekeeper nodes differentiated?
· What is the incident response?
· How are rights revoked / reinstated?
· What checks/monitors the vulnerability of user initiated applications?
After the meeting with the Fermilab CST principals we compiled the following document on security policy for the realm of the Open Science Enclave.  This was a part of our continuing effort to collect and organize policy issues as part of the PPT activity.

Notes from 8/26/05 meeting with CST

MarkL, JoeK, DonP, StuF, VikramA

A variety of topics were discussed.  Most were generalizations of

security policy issues, but focus was on the needs of the Fermi

Open Science Enclave.

We discussed the concepts of:

- Security as "compensatory analysis"

  Security policy is something which can be textually expressed and is

  somewhat static.  However security enforcement is analytically based.

  Thus security activity has to be flexible to compensate for the findings

  of analyses.  Any statement of security policy should then take into

  consideration this need for flexibility.

- Transitory VO accountability

  Security enforcement includes components that are responsive / reactive

  actions, based upon anomaly detection or the revelation of new threats

  and vulnerabilities. Policy enforcement can be divided into enforcement

  circumstances and enforcement proceedings. The key issue in policy enforcement 

  is determining which entities or principals will be effected by the enforcement.

  In other words, who gets acknowledgment or penalty for fulfilling (and not

  fulfilling) with VO policy? Enforcement circumstances illustrate the situations 

  under which the VO should take some action to enforce its policy.

  Enforcement proceedings are precisely what those actions are and who performs them. 

  There are two types of actions that can be taken: disciplinary & remedial.

  These actions, at a VO perimeter, resolve into tests of the VO policy. 

  There is also an extension into the security of the middleware employed.

- Trusted VO

  * A site must reserve veto rights against an individual, VO, or CA.

  * A site must be able to validate a VO against specific requirements

    to which the site is independently held (e.g. DOE requirements).

- VO supplied applications

  The policy applied to canned programs is differentiated from the more

  open 'exec'able environment.  A canned program must be installed by an

  authorized site (Fermi) user, subject to the site (Fermi) proper use

  agreement.  An application which would allow a command to be exec'd

  must be installed only by an authorized root-level administrator, and

  only executed by a privileged user (for example, a script which

  distributes files to multiple locations).

- Explicit and implicit polices

  Explicit policies allow enforcement to be automated and offer more

  fine-grained enforcements but policies which are implicit are usually

  enforced by site administrators, usually through the design of site specific

  security infrastructure.

- File access

  File creation privileges must be backed by proper authentication, which

  can include Kerberos, X509, certificate, or one-time password.  File access

  can be allowed with no authentication, but may require such.

- Edge computing

  This mode is not currently allowed.  The concept of virtual machines

  (eg Xen) was discussed.  The instantiation of a virtual machine would

  require root access, and be subject to the policies governing site (Fermi)

  root access requirements (Fermi badge, site approval, etc).

- Network activities

  A site reserves the right to deny improper activity, either by static

  policy or in response to inappropriate resource use.

- Root access

  The requirements for the ability to become the root user on site

  resources is not yet defined.  Attributes to be considered include a

  site-specific identity (eg Fermi ID), and various certificates, X509,

  or Kerberos identities.

- VO responsibilities

  The VO is expected to police itself / the experiment.  The relationship

  between a site and its requirements on a VO must be stated as a policy

  diligence requirement.  This should extend beyond the simple concept of

  certificates as the extent of VO responsibility.  A VO is expected to have

  an incident response system; the extent of this is a combination of VO

  and site policies.

- Privacy

  Users must assert that there are no requirements for privacy / visibility

  on their data.  This is to be consistent with the methods and techniques

  used for HEP data.

- Policy changes, Confirmation and monitoring

  One of the important tasks of the PKI is to alert users when published

  certificates or policies have a change in status. E.g., certificate

  revocation, which can happen for many reasons: change of information in the

  user's certificate, compromise of the user's private key, or even the

  compromise of the CA's private key. Another example of certificate status

  change is renewal, when validity periods are changed for the private or

  public key. 

  Policies concerning access rights also change regularly in a VO. Often

  services require notification of policy changes relevant to their consumers.

  Policy changes on one of the resources of the VO may indirectly affect the

  remaining. Timely detection of such changes and taking adequate measures to

  notify concerned parties and rectify them is important to maintain the

  quality of service to be assured in the VO. 

  Security policy changes that result in the loss of appropriate access by a

  system or user are usually discovered by the affected party and rectified by

  administrative personnel. Changes that result in inappropriate access to

  resources are usually not discovered in a timely manner, if ever.

  Inappropriate access control policy may be discovered only by an external

  audit.

- Usage policies:

  Resource owners negotiate SLAs with VO to establish what resources are

  available for VO use. Those SLAs are based on the usage policy statements at

  each site. VO should evaluate delivered service to verify that owners are

  respecting published usage polices and VO should demonstrate to their

  participants that VO policies are followed correctly.

Summary:

A key point raised in this discussion is that security policy and enforcement

activity mandates a level of flexibility and responsiveness from a VO.  Each

site may restrict activity, both by static expression of policy and active

query of VO properties.  A VO needs to abide by the static site policies

(including middleware and application security), and be able to dynamically

respond to site security enforcement inquiries.
Stu was at CERN in September’05 and explored some interesting work done by Europeans at the:

· LCG Authorization workshop on “EGEE AuthZ Components” \

(http://agenda.cern.ch/fullAgenda.php?ida=a054503) 

· GPBox’s are the EGEE Middleware Security meeting (http://agenda.cern.ch/fullAgenda.php?ida=a055763)

During first week of December’05 Leigh Grundhoefer  has asked for a template for site policy that could be published in the grid catalog (In the context of provisioning). This was an example of a concrete deliverable that PPT would logically support.   
We worked on delivering drafts for VO and Site policy templates and forwarded the same to Vo and Site administrators, users and requested them to comment/ feedback on the proposed drafts
Below are the drafts we mailed on 12/13/2006:

DRAFT OSG Site Policy Template

                           13-Dec-2005

Note that Site Policy may overlap with VO Policy.  In the event of

Policy conflicts, the most restrictive Policy takes precedence.  In

the event of Policy ambiguity, the Site Policy takes precedence.

Numbered items are template fields.

Items with a '*' are example contents

1.    Facility

1.1   Site identification

      * site/resource name, e.g. FermiGrid

1.2   Site owner

      * this is a pointer to the OSG site registration document

2.    Terms of Use

2.1   Site expectation of users

      * You cannot process data of types not allowed at FNAL; this

        includes copyrighted data without documented permission of

        copyright holder, classified, HIPPA, or personally identifiable

        information.

      * You cannot perform activities inconsistent with the site AUP

2.2   User expectations of site

      * Systems are furnished to serve HEP experiments; there can be

        no reliance that data or computations are private.

      * Site administrators may look at your jobs in arbitrary ways,

        consistent with local site policy.

3.    Authentication, Authorization, Accounting, and Privilege

3.1   Allowed users

      * Statement of which VOs are allowed (e.g. all OSG)

3.2   Required VO committment

      * VO promises to implement controls at least as strict as site

      * Site reserves the right to audit compliance

3.3   Accounts and Roles

      * List supported accounts and roles

      * Note any special requirements associated with account or role

3.4   Accounting Requirements

      * Jobs must be submitted in a manner supporting accounting,

        e.g. via Condor Grid Monitor

      * Information on which specific user submits the jobs must be

        maintained by the submitting site in order to support accounting,

        e.g. user traceabilitity

4.    Technical

4.1   Compute Elements (CE)

4.1.1 CE Resource priorities

      * Statement of VO priorities

        e.g. CMS, other use opportunistic

4.1.2 CE Resource limitations

      * Statement of processing limits

        e.g. wall clock time limits

4.1.3 CE Resource management

      * Corrective actions that may be taken

      * Punitive actions that may be taken

4.2   Storage Elements (SE)

4.2.1 SE Access mechanism

      * SRM, jobmanager fork, etc

4.2.2 SE Storage areas

      * $APP etc

      * Redundancy (e.g. RAID, resilient dcache)

4.2.3 SE Storage quotas

4.2.4 SE Retention and Purge policies

4.2.5 SE Resource management

      * Corrective actions that may be taken

        e.g. Full file system

      * Punitive actions that may be taken

        e.g. Misuse of storage resources

4.3   Network

4.3.1 Ingress, Egress policies

      * firewall, NAT rules

5.    Support

5.1   What user can expect from site

      * Notification of downtimes

      * Job recovery procedures

      * Storage element recovery procedures

        e.g. backup policy, redundancy (e.g. RAID, resilient dcache)
                   DRAFT OSG VO Policy Template

                           13-Dec-2005

Note that Site Policy may overlap with VO Policy.  In the event of

Policy conflicts, the most restrictive Policy takes precedence.  In

the event of Policy ambiguity, the Site Policy takes precedence.

Numbered items are template fields.

Items with a '*' are example contents

References:

  * e.g. http://www.ivdgl.org/~ivdgl/ivdgl-vo-privilege.html

1.    VO Information

      * VO home page, e.g. http://www.ivdgl.org/

1.1   VO Membership

      * Membership requirements

      * Member list

2.    Usage Rules

2.1   Usage Policy

      * VO Policy page, e.g. (OSG) 

        http://osg-docdb.opensciencegrid.org/0000/000086/007/OSG-UsersAUP-V110.pdf

        e.g. (LCG/EGEE)

        https://edms.cern.ch/document/573348/

2.2   Appropriate Use

      * Statement of intended usage

      * Statement of bounds of appropriate use

      * Grid AUP page, e.g. (LCG/EGEE proposal)

        https://edms.cern.ch/document/428036/ 

      * VO AUP page

2.3   Security Requirements

      * Agreement to keep credential and account information secure

      * Requirement to report security incidents

      * Incident reporting contact point

      * VO Incident Response page, e.g. (LCG/EGEE)

        https://edms.cern.ch/document/428035/

3.    Privilege

3.1   Accounts and Roles

      * A VO privilege page explains to resource admins the type and number

        of accounts (roles) which are requested or required to support 

        a VO's application(s).  Once explained however the resource admin is 

        free to do something else.  They should detail the configuration and 

        then publish it in the Resource Policy URL.

3.2   VOMS Information

      * VOMS configuration information supplied to sites in order to allow access by VO

      * This is the entry in edg-mkgridmap.conf

      * e.g.

        group vomss://grid03.uits.indiana.edu:8443/edg-voms-admin/vos?/vos/ivdglp ivdgl

      * e.g.

        http://online.star.bnl.gov/STAR/comp/grid/infrastructure/star-vo-privilege-configuration/

3.3   GUMS Information

      * GUMS configuration information supplied to sites in order to allow access by VO

      * e.g.

       <groupMapping name='ivdgl' accountingVo='ivdgl' accountingDesc='iVDgL'>

         <userGroup className='gov.bnl.gums.VOMSGroup' 

         url='https://grid03.uits.indiana.edu:8443/edg-voms-admin/vos/services/VOMSAdmin' 

         persistenceFactory='mysql' name='ivdgl' voGroup="/vos/ivdglp" 

         sslCertfile='/etc/grid-security/hostcert.pem' 

         sslKey='/etc/grid-security/hostkey.pem' ignoreFQAN="true"/>

         <accountMapping className='gov.bnl.gums.GroupAccountMapper'

         groupName='ivdgl' />

       </groupMapping>
We had not received any comments  from the users, and in the process of continuing our PPT effort  and after internal discussions within Fermi we followed up on improving the existing document and we proposed the below updated drafts:

VO Policy Template for Open Science Grid (Draft)
03/23/2006
Note: Sites will have their own polices governing their actions. The Site Policy may overlap the VO policy. Users may have their own policy setting their preferences for actions that the system will finally take on their behalf. 

· In the event of these Policy conflicts, the most restrictive Policy takes precedence. 

· In the event of Policy ambiguity, the Site Policy takes precedence.

1.    VO Information

      * VO home page, e.g. http://www.ivdgl.org/

1.1   VO Membership

      * Statement on membership requirements

      * Statement on Member list

2.  VO-wide operational policy 

* Statements about the proposed functions of the VO.

* Statements on how the VO will assign its sites given its workload.

   Examples: 

    - The compute load of the VO is to be divided equally among all the member sites.

    - 80% of the VO’s data is stored in the VO archive and the rest 20% is uniformly distributed through the member storage sites.

3. VO policy on sites

* Statements describing VO’s rules for the behavior of its member sites.

 - These include the rules that are enforced which pertain to particular sites within the VO rather than across the entire organization. 

e.g. Site X must provide the VO 70% of its compute time from 5pm to 7am.

In forming such rules, it’s vital to understand the motivation of the sites joining the VO. Why does site X want to provide compute time outside of the department?

4.     VO policy on intended usage

4.1   Usage Policy 

       * VO Policy page, e.g. (OSG) 

        http://osg-docdb.opensciencegrid.org/0000/000086/007/OSG-UsersAUP-V110.pdf

        e.g. (LCG/EGEE)    https://edms.cern.ch/document/573348/

4.2   Appropriate Use

      * Statement of intended usage which specifies rules for users of the VO resources from the perspective of the VO (not from the perspective of the user)

      * Statement of bounds of appropriate use

      * Grid AUP page, e.g. (LCG/EGEE proposal)

        https://edms.cern.ch/document/428036/ 

      * VO AUP page

5.   Security Requirements

   * Statement on the security policy defined as a set of rules that define the security subjects (e.g., users), security objects (e.g., resources) and relationships among them.

   * Statement on the agreement to keep credential and account information secure

5.1 Auditing and forensics 

     * Statement on the high level approach of auditing infrastructure which is deployed to enable sites and users to determine exactly who did what, where and when.

     * Incident reporting contact point

     * VO Incident Response page, e.g. (LCG/EGEE)

        https://edms.cern.ch/document/428035/

5.2 Secure middleware

     * Statement on services which are deployed to find and fix software vulnerabilities to assurance deployed security software is current and correctly configured.

5.3 Firewall ports

     * Statement on high level approach of the tools and services deployed to dynamically open and close ports needed by application and middleware based on authentication and authorization.

6.    Identity Management

   * Statement on Fine-grained access rights

6.1   Privilege (Accounts and Roles)

      * A VO privilege page explains to resource administrators the type and number of accounts (roles) which are requested or required to support a VO's application(s).  Once explained however the site admin is free to do something else.  They should detail the configuration and then publish it in the Resource Policy URL.

6.2   VOMS Information

      * VOMS configuration information supplied to sites in order to allow access by VO

      * This is the entry in edg-mkgridmap.conf

      * e.g. group vomss://grid03.uits.indiana.edu:8443/edg-voms-admin/vos?/vos/ivdglp ivdgl

      * e.g. http://online.star.bnl.gov/STAR/comp/grid/infrastructure/star-vo-privilege-configuration/
6.3   GUMS Information

      * GUMS configuration information supplied to sites in order to allow access by VO

      * e.g.

       <groupMapping name='ivdgl' accountingVo='ivdgl' accountingDesc='iVDgL'>

         <userGroup className='gov.bnl.gums.VOMSGroup' 

         url='https://grid03.uits.indiana.edu:8443/edg-voms-admin/vos/services/VOMSAdmin' 

         persistenceFactory='mysql' name='ivdgl' voGroup="/vos/ivdglp" 

         sslCertfile='/etc/grid-security/hostcert.pem' 

         sslKey='/etc/grid-security/hostkey.pem' ignoreFQAN="true"/>

         <accountMapping className='gov.bnl.gums.GroupAccountMapper'

         groupName='ivdgl' />

       </groupMapping>
7. Trust Relationships

 * Statement on the list of trusted CA’s and authorities who may issue certificates attesting to possession of specified attributes

Site Policy Template for Open Science Grid (Draft)
03/23/2006
1.    Facility

1.1   Site identification

      * Site/resource name, e.g. FermiGrid

1.2   Site owner

      * This is a pointer to the OSG site registration document

2.    Terms of Use

2.1   Site expectation of users

      * You cannot process data of types not allowed at FNAL; this includes copyrighted data without documented permission of copyright holder, classified, HIPPA, or personally identifiable information.

      * You cannot perform activities inconsistent with the site AUP

2.2   User expectations of site

      * Systems are furnished to serve HEP experiments; there can be no reliance that data or computations are private.

      * Site administrators may look at your jobs in arbitrary ways, consistent with local site policy.

3.   Security Requirements

3.1   Accounting Requirements

      * Jobs must be submitted in a manner supporting accounting,

     e.g. via Condor Grid Monitor

      * Information on which specific user submits the jobs must be maintained by the submitting site in order to support accounting.    e.g. user traceability

3.2 Auditing and forensics 

     * Statement on where the auditing information may be published and who may access the audit logs with the description on the following components:

     - Logging software, collection sub-systems, repository, forensic tools 

     * Site Incident reporting contact point

     * Site Incident Response page (if applicable)

3.3 Secure middleware

     * Statement on services which are deployed to find and fix software vulnerabilities to assurance deployed security software are current and correctly configured.

3.4   Network and Firewall

3.4.1 Ingress, Egress policies

3.4.2 Firewall ports

     * Statement on high level approach of the tools and services deployed to dynamically open and close ports needed by application and middleware based on authentication and authorization.

4. Identity management

4.1   Allowed VO’s

      * Statement of which VO’s are allowed (e.g. all OSG)

4.2   Required VO commitment

      * VO promises to implement controls at least as strict as site

      * Site reserves the right to audit compliance

4.3 Privilege management policies (accounts and rules)

     * List supported accounts and roles
     * Statement on which subjects are authoritative for specific resources.

     * Statement on which subjects may never gain access to these resources (blacklisted).

     * Statement on which subjects are allowed to combine delegated privileges (for example, a member of two competing experiments may not be allowed to combine (privileges to) resources from these two experiments).

    * Specific privileges that may never be granted or have to be overruled for a specific resource.
5.    Technical

5.1   Compute Elements (CE)

5.1.1 CE Resource priorities

      * Statement of VO priorities       e.g. CMS, other use opportunistic

5.1.2 CE Resource limitations

      * Statement of processing limits   e.g. wall clock time limits

5.1.3 CE Resource management

      * Corrective actions that may be taken

      * Punitive actions that may be taken

5.2   Storage Elements (SE)

5.2.1 SE Access mechanism

      * SRM, jobmanager fork, etc

5.2.2 SE Storage areas

      * Statement on providing user storage on shared file systems as part of the OSG.   

     * Statement on providing the core $APP, $DATA, $TMP and $WN_TMP areas and there sizes as part of the OSG.
      * Redundancy (e.g. RAID, resilient dcache)

5.2.3 SE Storage quotas

5.2.4 SE Retention and Purge policies

5.2.5 SE Resource management

      * Corrective actions that may be taken    e.g. Full file system

      * Punitive actions that may be taken   e.g. Misuse of storage resources

6.    Support

6.1   What user can expect from site

      * Notification of downtimes

      * Job recovery procedures

      * Storage element recovery procedures

        e.g. backup policy, redundancy (e.g. RAID, resilient dcache)

Numbered items are template fields.

Items with a '*' are example contents

We individually called up each VO and site administrator registered in the OSG database and  requested them to comment/provide feedback on the proposed documents, the following users/administrators responded:
	Name of the person
	Phone
	E-mail

	Dan Bradley
	(608)8900032
	dan@hep.wisc.edu

	Michael Shuey
	(765)4940985
	shuey@purdue.edu

	Terrence Martin
	(858)8220361
	tmartin@physics.ucsd.edu

	Brian Bockelman
	  (402)4728130 
	bbockelm@math.unl.edu

	Alain Sill
	(806)7424350

	Horst Severini
	(405)3253961x36359
	hs@nhn.ou.edu

	Jorge L. Rodriguez
	(352)3923232
	jorge@phys.ufl.edu

	Shaowen Wang
	(319)3356713
	shaowen-wang@uiowa.edu

	Veronika Nefedova
	(630)2527150

	Dinanath Sulakhe
	(630)2527856

	Mark Green,Jon bednaz
	(716)6456500x5

	Murali Ramsunder
	(814)8658663

	Tim Silvers
	(317)2789699

	Booker C. Bense
	(650)9262530

	Jason Temple
	(512)2327346

	Greg Cross
	773-834-3609
	teraportsupport@ci.uchicago.edu

	Jason Smith
	(631)3444226


Some of the comments provided are:

· Miron commented a Policy document should be more specific on “Policies” and the attributes should be bi-directional (wherever applicable), fields providing information must be separated from “Policy attributes”

· Tim Silvers comments on a clarification if the Site Policy Template for OSG, section 1.2 should refer to a person or VO? 

· Greg Cross insists adding official contact points (even if it's a support email address) for sites and VOs.  According to him it is important if there's a technical issue or the information contained within the policy document is stale.  (They had problems with one of the VOMS servers once upon a time, and they could not find anyone to help resolve the issue.)

· Neha says each Site/VO should publish "direct contact info" of their support person/group. According to her in case site is providing storage- following information should be provided exact url for accessing storage (not general url), the storage quota allocated per user and kind of storage. Neha commented If user has to go through special procedure to be authorized to run jobs on a site, then site should publish this information. (i.e the complete procedure).

