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SAMGrid is a large scale distributed system to deliver petabyte scale EXIStlng SAMG rld

datasets for processing at the CDF, Minos and D@ experiments.

Motivation for Change

l f t"' s t The current information architecture, while effective, leaves the database as a
It does this by providing the following services in a single unified framework: nrormation ys em load bottleneck, and as a single point of failure. Stations are unable to
y P J J J ' Some of the main components of the existing SAMGrid operate during network splits or database downtimes. Additionally, during
. . Information Service are: operations which affect database performance, such as nightly backups, the
> BEIDEGING) 19 Sdotie performance of the entirety of SAM-Grid suffers
* Files are housed on tape and cached on disks around the world The Stati '
* Managing File Deliver * I'he Station. o .
e Get ?ileg from tape oyr cache It is the station that requests and logs the delivery of DIStrIE.utlng theldatg_see_lgns adnaturacll solutlonbto 'fhese %roblems, h?wever
e Provide location transparency files to user projects, recording which files are stored searching complex distributed metadata can be slow and consume large
« Manage your local cache on which disks, and managing storage space. To quantities of bandwidth. Additionally, it is difficult to guarantee thatany
: : : record and discover information on these obiects. the search result is complete, since nodes may be missing from the system. This
* Use a variety of file transfer mechanisms : : _ J ) d b ble for SAM-Crid
° Managing F||e Metadata station communicates W|th the DBServer. / \ wou S unaccepta € T0r -Grid.

: EQ:rSC’IA‘ol\gsdﬁga}cbr?eseedalfvlzsor\r/lve:\af?laetlfabma:ed file retrieva . DBServers Analysis of user logs however, shows that complex search in fact is a relatively
» Providing Analysis Bookkeeping The DBServer receives queries from the Station, Y ) rare usefc_asfe. The_vastsmarjlolrltyll(of requeléts ar_T sllgmple_lc:c(_)kdugs fo(rj_spe_cblflc .
« Whick £ : : I contacts the database for the necessarv information pieces of information. Such lookups could easily be satisfied by a distribute

Which files you ran over, with which application. d h | Y | lookup service, which would reduce the reliance on the central database. Most
. i and processes the results. ’ :
M(a:lﬂagmg el : : : : : P SAM-Grid operations could then continue during database downtimes,
* Choose an execution site, deliver job and data to it and store output y N ttacted by hiah datab l0ad
e The Database: unaffected by high database load.
The Oracle database stores all information about the Database , . .
SAMGrid System. Ultimately, all requests to read or We chose to implement such a lookup system using a Distributed Hash Table
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write information are fulfilled by the database.

Distributed Hash Tables New Architecture Performance

Distributed hash tables (DHTs) are the Performance testing of our ir_litial imp emen’gation of this architecture has
focus of much current research in Our new information service architecture i | rev?caled that SUdCh a system Ianolt only feasible, bkut ha_s exc_ellent o
distributed computing. They allow NG is illustrated in the figure to the right. A performance and transparent fau't-tolerance. Lookup times in our 12 node
information to be located in an PY Eaa Each station runs its own information | | test are significantly fgsterthan t_hose achieved with the previous system,
efficient, fault tolerant manner. ’ service, and these form the Chord ring. when as few as two clients are simultaneously connected. The plot below-left
Node82 gf Sseife T sudn e Tle revadena s shows response times are almost unc_hanged by mcrea_sed client load, in

Our new Information System uses the / stored in the ring under a 160 bit Chord ptark contrast to the previous centralised implementation.
Chord DHT. Chord nodes automatically ! ID based on its unique identifier. If the >*/° Central DBServer gg . o . . . .
arrange themselves in a ring, similar to . -« QID data can also be associated exclusively No user intervention is required despite regular node failures. The bandwidth
that shown on the right. Each node is with a single station, the data is also S plot below right shows an IS node recovering automatically from a
assigned a key, and is responsible for \ stored on the information service p [nosurs < pElglilowmirng e e P S0 seeones, it Inem MEEeaes S0t lest
data with keys between it and it's Node60 b\ belonging to that station. : replicas of information, whilst continuing to serve clients as normal.
clockwise predecessor. N When a station requests data, the - G - A e 1812, Data

Node 5T @* g — = \ode0 information is looked up in the ring. If Staton e e e 18:00 - 18:10 node’ predscessor | Manienanceruns,
Information can be found by forwarding Data 50 the data cannot be found in the ring, it ;o Stoble g cheraion, | — | 18:14. Overtay
requests between nodes. Each node is requested from the central DBServer, and then cached in the Chord ring. full ropaired.
need only know about a small number 4 Chord ring. The black arrows show a Updates are sent both to the chord ring and to the central database. Some t’
of other nodes in the network, yet request for the data item with key 50 information updates can also be queued in the chord ring alone during 3
information can be found in time peing routed from Node 10 to Node 54, database downtimes. ' B J o " ,, "
logarithmic in the number of nodes. which stores the data. Maintenance algorithms make sure that the routing structure is repaired when T . . s

nodes fails, and replicas of all data are stored and maintained to provide Simltaneous llnts
extra failure tolerance.



