CD/CSS/CSI

4/18/2006

Connie Sieh, Troy Dawson,Jack Schmidt


	
[image: image2.png]Management Server

ﬁl’i

Unix Inventory
Agent

ﬂé

Unix Inventory
Agent

ﬂé

Unix Inventory
Agent

Communication

/Administration
Server

@] Administrator with
) ‘Web Browser



 
	
	


SLF Inventory Project (SLIP)

Design Note

Background

The Computing Division provides Linux support to the FNAL environment through the distribution and maintenance of Scientific Linux Fermi(SLF). Though a distribution method exists to update and maintain systems at the proper OS and security level there is no infrastructure in place to track the configuration of systems running SLF. 

The goal of this design note is to define an inventory system for SLF that collects hardware and software configuration about SLF systems and uploads said information to a central server where it is stored for later query. 

Requirements

The inventory system requirements take into consideration both the needs of system administrators as well as the FNAL security team. The software should be easily configurable and maintainable and make use of existing Computing Division support wherever possible. Specific design requirements are:

Database. The information should be stored in a standard database supported by the Computing Division. The established Microsoft Windows inventory system (SMS) stores information in an MS SQL Server database. The goal should be to store SLF system inventory in the same database thus reducing the number of databases needed to query for information. 

User interface. The user interface should support some set of standard canned web-based reports, some examples are:

Security Queries 

1. Show all systems that have rpm <rpmname>  below version <version>

2. Show all systems that have rpm <rpmname>  above version <version>

3. Show all systems that are NOT up to date on security errata as defined by ftp://linux.fnal.gov/linux/ltsxx/<arch>/sites/Fermi/errata/Fermi/RPMS/

 for supported SLF versions.

4. Show all systems with port <port> open to the outside world.

5. Show all systems with port <port> open to only fnal.gov

6. Show all systems that have rpms installed that were NOT part of SLF.

7. Show history of rpm <rpmname> for system <system name>

8. Report of when systems last “reported in”

Hardware Queries

1. Show all systems with ## of memory.

2. Show all systems with processors speeds <> = ##.

Software Queries

1. Show all systems running version # of a specific software product.

2. Show all systems running all versions of a specific software product.

In addition to providing canned web reports, the system should be able to provide a method that allows ad-hoc queries via the web interface or directly against the database.

Software. The inventory system should provide key information about the kernel and packages installed on SLF systems. The package information should specifically contain:

1. Date/Time RPM installed

2. RPM Version

3. Where the RPM was built

4. RPM Version History

5. RPMs installed but not found in SLF tree.

Hardware. The inventory system should provide a detailed list of  hardware on the system such as: processor type, speed; amount of RAM; disk configuration; sound card; video card; network card(s). 

Network. The inventory system must provide network information about SLF machines. The system should identify all hardware interfaces on the machine along with the IP address and MAC address of each interface. In addition the inventory system should also identify all open ports; firewall settings, and tcpwrapper settings.

Linux Distribution Information. The inventory system should provide the contents of the release directory and what workgroup the machine belongs to.

Design

CSI examined both open source products and third party products. Based on the requirements, CSI examined one third party product (Quest VMX) and one Open source product (OCSInventory NG).

The Quest VMX product works with a sites’ existing SMS server and can be used to inventory and patch/update RHEL systems. Use of the product in the FNAL environment is cost prohibitive ($70 per node) so the software was not fully tested.

The open source product OCSInventory NG (Next Generation) meets the majority of our requirements and, with some minor modifications, is the best fit for the FNAL linux environment.

The package consists of client and server modules. The client must be installed on all SLF systems that are expected to report inventory information. The clients report information to the server which stores the information in a database. The server also provides authorized users with the ability to see information about each system.  

The client will run the inventory collection code via cron on a configurable basis. Initially the collection code will be run once daily.  The cron job will randomize a delay interval to prevent all systems from contacting the server at the same time (much like the way the existing FNAL YUM update server works).  The client code collects data about the system then uploads this data to the server via http.  An authentication test is performed before allowing the client to upload data. The client upload information is sent in compressed form to decrease network time. This provides for non clear text transmission of data.  Research will be done on the impact of https on overall performance.  If performance does not suffer https will be used.  

The server stores data in a mySQL database that can live on the server or on a remote database server. 
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The client will be distributed in two phases: volunteers to very initial tests, and then a controlled labwide rollout.

The software requires some modifications to meet the FNAL requirements before it can be put into production. In addition a 24x7 system needs to be purchased for the server.

Software

OCSInventory NG “out of the box” meets most of the lab requirements. The CSI Linux team needs to make the following modifications before public release:

RPM. OCSInventory NG client is distributed as a tar file and needs to be packaged as an RPM. This will be distributed with all new versions of SLF.

Database. The MySQL database will live on the server. The database will be installed following the database baseline document.

Queries. Reporting user interface written in PHP that allows for queries of information.

Canned reports are written in PHP. Some work will be done to allow adhoc querying of information.

Duplicate Systems. Better determination of "duplicate" system. There is concern that the way OCS Inventory identifies a system with multiple network interfaces/address names will work in the FNAL environment. Specifically we are concerned how systems using DHCP and/or VPN will be identified. 

 Private Network Systems. Many systems run on a private network (CDF online, D0 online, LQCD).  A method needs to be developed that can collect inventory from these systems.

Future Features 

Below are features that users have requested from an inventory system that will not be available in the initial release:

1. Generic query interface. Presently the system will have a set of canned reports.  The system must be able to provide the ability to perform ad-hoc queries.  It has not been determined what method will be used for ad-hoc queries.  Choices include local sql client that connects to the SLIP database,  web based system.

2. Ability for "users" to query data. Presently the system will only allow authorized users to access data. The future goal would be to allow users/System Administrators with KX509 certificates to use the web interface to run reports.

3. "clusters". Implement reports based on clusters as defined in MISCOMP.

4. Write to SMS Database. The initial rollout of this system will use a mySQL database. Once the system inventory system is better understood research will be done to see if it is feasible to input the information directly into the existing SMS SQL database.

Hardware

The Inventory server must be reliable and available for queries during business hours. The server will contain the inventory engine, Apache server, and MySQL database.  To provide for database growth the hardware must be able to connect to the CSI storage infrastructure. The system will be backed up using the site backup scheme.

Based on the system requirements we recommend the purchase of a Sun X4100 with dual power supplies, mirrored system disks, dual Opteron CPUs and 4GB of memory. The database is expected to initially use 50GB of  SAN disk. 

The memory requirements are based on the assumption that we are expecting at least 5000 machines reporting to it daily.  It will also be sorting the database and creating reports for the DOE machine.

The storage size is initially based on 10 Meg of data per machine.  This includes enough space to keep a history of the individual machines.  The data will be stored on the site storage to better manage possible growth of data.
Implementation

Server Configuration

Scientific Linux Fermi 4.x with the following applications from the SLF 4.x release.

Apache

PHP

Perl-CGI module

Mysql

sshd

Security

Apache will be secured to only allow access from 131.225.x.x . This will be accomplished by both the apache config file and via iptables.

The MySQL database will be configured as defined in the database baseline. Specific to this installation MySQL will have anon access disabled and will only connect via localhost. 

sshd will only allow access from 131.225.x.x

Summary

The open source package OCSInventory NG provides the lab with a means to inventory hardware and software information for systems running Scientific Linux Fermi. 

The tasks required to deploy OCSInventory NG are:  (Items in blue are done or almost done)

· Build test system

· Firewall system configuration and testing

· Install OCSInventory

· Create test version of OCSInventory  server side 

· Modify canned queries

· Add ip address and mac address to main area

· Add rpm version to selection code

· Modify database fields

· Create test version of OCSInventory Client

· Add code for Fermi Workgroups

· Change code for /etc/redhat-release

· Add arch to rpm version 

· Add vendor to software 

· Build RPM out of OCSInventory Client code.

· Test “duplicate” identification code

· Order production system

· Get reference bids

· Put in req

· Build production system

· Install SLIP

· Verify OS and DB baseline settings

· Nessus scan configuration

· Firewall system configuration and testing.

· User interface improvements

· KX509 certificate

· Extend query improvements

Time Line

Two factors drive the timeline for implementation:

1. The June 1st date driven by DOE requirements for implementation.

2. PHP Inventory script development must be completed by May 23rd. The scripts are being written by a student at Indiana Tech University for a spring project.

3. Client script modifications and RPMS Client script creation will be done inhouse.

The production system will be ready for a small group of test systems by June 1st. Rollout to the lab will be done by workgroups in a controlled manner over the summer and should be completed by August 21st.
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