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Abstract

Although significant advances have been achieved towards the deployment of all-optical networks, optical-electrical-optical (OEQ)
regeneration is still required due to the lack of proper all-optical processing and all-optical buffering. In order to have a practical, reliable,
and cost effective optical transport network, the combination of both all-optical and OEO technologies is necessary. The “islands of
transparency” network architecture has been proposed as a solution. This paper presents a two-layer hierarchical wavelength routing
(THWR) protocol for the island of transparency optical network. The proposed THWR is a link state protocol that uses a two-layer
hierarchy that partitions the network into routing areas, each of which represents an island of transparency. The proposed THWR imple-
ments a dynamic wavelength routing capability to balance the network load and avoid the congested area automatically. The complexity
analysis and the simulation results of THWR are shown in the paper. The results show THWR is an effective protocol that meets the

requirements for optical networks.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Since the 1990s, optical transport networks have been
established as the preferred means to transmit digital sig-
nals over long distances to create very high capacity net-
works. Optical communications technology based on
DWDM has been hailed as the ideal means to combat
data traffic explosion and promises to deliver terabits
of raw bandwidth capacity. Hence, with the introduction
of more advanced optical device technology, such as
EDFA amplifiers, tunable lasers, and tunable add-drop
multiplexers, optical communication has moved from a
point-to-point transmission topology system, to a more
flexible, dynamic, configurable, and manageable network
[1,2]. In the technological migration from transmission to
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networking, the optical networks are desirable to be both
protocol and bit-rate independent. Since all-optical
(transparent) networks can offer protocol-independent
and bit-rate-independent services, the telecommunications
industry is now moving towards an all-optical core net-
work. However, the optical signal is analog, and hence
it is affected by various physical impairments that limit
the optical reach of the links, i.e. the maximum distance

"between two points without regeneration [3,4]. Further-

more, due to the lack of proper optical processing and
buffering, electronic technology is still required to per-
form monitoring (e.g., loss of light), assurance to service
guarantees (bit error rate of optical connections), error
detection/correction, and regeneration. For these reasons
OEO (optical-electrical-optical regeneration) is still wide-
ly adopted in the current optical transport networks,
despite that facts that (1) OEO technology has become
costly and power consuming as the bit transmission rate
becomes faster, especially at a rate over tens of gigabits;
(2) OEO technology cannot offer bit-rate-independent
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and protocol-independent services. Thus, in order to
have a practical, reliable, and cost effective optical trans-
port network, the combination of both all-optical and
OEO technologies is a necessity.

Currently the widely investigated optical transport net-
work has three types of structures: an all-opaque network,
a translucent network and islands of transparency optical
network. An all-opaque network, in which the transmis-
sion is performed in the optical domain whereas the signal
processing takes place in the electrical domain, is consisting
of opaque routers. Within each opaque router, the received
optical signal is converted to an electrical signal, processed,
and then converted back to an optical signal for transmis-
sion. The “translucent network™ [5,6], on the other side, is
formed by hybrid routers [7] which have both all-optical
and OEO functionalities. The optical signal goes through
OEO conversion when regeneration is needed. Otherwise,
the optical signal passes through the hybrid router trans-
parently. The third type of structure, “Islands of transpar-
ency” is a network formed by organizing the all-optical
routers into subnets, which are interconnected with opaque
(OEO) routers to form a larger network [8]. Even though
from the signal quality perspective an all-opaque network
would be the first choice, it is important to notice that this
approach is too expensive and is bit-rate and protocol
dependent. The hybrid router network provides good flex-
ibility but requires complex management protocols and has
also a very high cost. Furthermore, it exhibits technology
actualization issues: if the network needs to provision a
new service with a different protocol or bit-rate, all of the
routers have to be upgraded to support it. The third
approach (islands of transparency) is easier to manage,
cost-effective, and more scalable. When new services need
to be provided, only the opaque routers are required to
be replaced or updated. Islands of transparency optical net-
works have attracted the interest of academic researchers
as well as industry carriers [8].

This new architecture, however, has also raised the need
to develop suitable routing protocols that match its

features. One of examples of this trend is the current
research aiming at suiting OSPF [9] for optical networks.
Since OPSF is designed for packet-switched data networks,
some researchers are currently working on extensions to
the OSPF in support of wavelength routed optical net-
works [7,10,11]. Another approach is to build a new rout-
ing protocol. In this paper, a two-layer hierarchical
wavelength routing protocol (THWR) is developed for
the islands of transparency optical network. Similar to tra-
ditional routing and wavelength assignment (RWA) heuris-
tic algorithms used in optical networks [12-14], THWR
separates the route searching and wavelength assignment
problems. The proposed THWR is a hierarchical link state
protocol that partitions the optical network into routing
areas, each of which constitutes a transparency island.
The proposed THWR has dynamic wavelength routing
capability to avoid the congested areas automatically.
The remainder of the paper is organized as follows: in Sec-
tion 2 the island of transparency network architecture is
presented. Section 3 presents the THWR protocol in detail,
and Section 4 present an analysis of the complexity of the
proposed algorithm. In Section 5, we show the simulation
results to analyze the performance of THWR. Section 6
finally concludes the paper.

2. Island of transparency optical network architecture

Fig. 1 shows the “islands of transparency’” optical
transport network architecture, which consists of three
types of routers: opaque router, (OR), all-optical router
(AOR) and edge router (ER). “Islands of transparency”
are interconnected with opaque routers. All-optical rou-
ters reside within the internal core of each island. The
edge router has the OE and OE capabilities to collect
and deliver the electronic traffic to the edge networks.
The size of the islands of transparency is determined
by how fast impairments accumulate. It should be cho-
sen so that the optical paths within each island provide
acceptable quality of service (e.g. BER). Meanwhile, to
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Fig. 1. “Islands of Transparency” optical network architecture.
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guarantee connectivity, each island of transparency
should be designed in such a way that there is at least
one all-optical path with acceptable quality of service
between any nodes within the island. Access networks
X, Y, Z are connected to the optical network through
edge routers (e.g. ER4, ER2 and ERS5). In the network,
adjacent optical routers are connected by bi-directional,
point-to-point DWDM links [15].

The proposed optical network offers the “transparent
circuit service”: optical connections are established explic-
itly end-to-end between edge routers. There are two types
of optical connections: (1) Intra-island-all-optical-path:
both ingress and egress edge routers belong to the same
island. This case is illustrated by route 1 shown in Fig. 1.
(2) Inter-island-OEQ-path: The ingress edge router and
the egress edge router are geographically far away and
belong to different islands. OEO regeneration at the inter-
mediate opaque router is needed to eliminate the undesir-
able optical transmission impairments, as illustrated by
route 2 in Fig. 1.

Each individual optical router in the proposed islands of
transparency optical network is controlled and managed by
the control plane [2,16-19], which comprises two major
components: routing protocol and signaling protocol.
The routing and signaling protocols are mainly responsible
“for establishing and tearing down optical connections
automatically.

3. Two-layer hierarchical wavelength routing protocol

(THWR)

The goal of this section is to model the proposed routing
algorithm in the framework of graph theory [20,21]. The
first part of this section introduces the necessary definitions
to model the network, followed by the specific model of the
proposed protocol.

3.1. Hierarchical graph model

G=(V,E) is a directed connected graph, where
V={v;}, i=1n is the set of nodes and E= {e;},
i € (1:n),j € (1,n) is the set of edges. e, represents the edge
from node v; to v;in graph G, where v;€ V, v; € ¥, ¢, € E.
Each node and edge in G has an associated weight to it:
Wi, denotes the weight of edge e(;5: 0 < Wi, < oo, and
W, denotes the weight of node v;: W{, > 0. In graph G,
a path Pg(iy) is an alternating sequence of nodes and edg-
es, of the form (v e it1)s Virts - s Vi1 €10 v;), where
the weight of the path is defined as:
W(Ps(i,j)) = 4! Wikaty + 2otist W* (k). Two paths with
the same source and desnnatlon are different, if their
sequences of nodes and edges are different. There might
be multiple paths between v; and v; in graph G.
Pathsg(i, j) = {P5(i, ), .., P2(i,/)} is the set of all the
paths from node v; and v; in graph G. ||Pathss(i, j)|| denotes
the number of paths in the path set. In Pathsg(i, /), the path
with minimum weight is called the shortest path, which is

W. Wu et al. | Computer Communications 29 (2006) 2952-2963

denoted as SPg(i,)); if there is no path from node v; to
vj, then there are ||Pathsg(i,j)| = 0, and W(SPg(i,j)) = oo

Definition 1. A fragment Fy=(VpE) of a graph
G=(V,E) is a graph, where V,cV, E,cE, f is an
arbitrary real number. A fragment of G is also a graph
that consists of a subset of nodes and edges of G. A
partition P = {Fy,,Fy,,...,Fz} of G, where f,, f5,...,fn
are arbitrary real numbers, is a set of fragments in G
satisfying the following conditions:

L VﬁUVfZU ..UV_’;‘=V

.Efl UE)\'ZU...UEJ,«'l =F

¢ For any two fragments F,, F, within partition P, f; # f;
ﬁsffe 1sf2s -« oS} Ef nEﬂ = ¢;

From this definition it is clear that the same node can be
within different fragments; whereas an edge can only exist
within one fragment.

Definition 2. Given a partition P = {Fj,F,...,Fs} of
graph G, the node intersection of a fragment F,, with all
other fragments of P together is called the Border Node
(BN) set for Fj,. It is defined as: BN(F,) = V0 (U, ),
where f; € {f1,/2, - - - ./m}V/i- A border node of a fragment
appears at least in another fragment of the same
partition.

Definition 3. In graph G =(V,E), for any two nodes v;,
v; € V, if |Pathsg(i,j)| > 0, then graph G is connected. Giv-
en a partition P = {F,, F far- .,Fy,} of graph G and a frag-
ment Fj € P, after removmg all of its border nodes and
their corresponding edges, if the reduced fragment is still
connected, we say that fragment F, is internally connected.

Theorem 1. Let us assume a partition P=
{Fn,Fp,...,Fp} of graph G=(V, E), where each frag-
ment is internally connected. Given two nodes v;, v; € V, v;
and v; are not both border nodes. If the weight of each bor-
der node is assigned big enough, the following two results
hold:

(1) If v; and v; belong to the same fragment F, then the
shortest path between v; and v; in graph G is totally
within Fj, which implies the shortest path’s nodes
are all from F, and there are no intermediate border
nodes.

(2) If v; and v; belong to different fragments, then the
shortest path between v; and v; in graph G will pass
through as few intermediate border nodes as
possible.

Please refer to Appendix A for proof details.

Definition 4. Given a partition P = {F,Fy,...,F} of
G = (V,E), and a node set V,,;, C (V\UfBN(F}})) where
jj € {fi,f2> .-+ fm}. A supergraph' of G is defined as
G* = (V*,E%), where: V* = (U BN(Fy;)) U (V) is the node
set of the supergraph. The welght of each node in the
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supergraph is 0. E° = {e}, ,|(v;,v;) € V*} is set of edges of
the supergraph. In the supergraph, an edge e, exists
between node v; and v;, if and only if, 3f; € {1,/ ... .S},
ISET(Pr, (i,/))|| #0, and its weight is defined as
SW*(i,j) = mits {SPr, (i, )} fy € s for s Fo}.

Intuitively, the supergraph of a partition
P={F;,Fy,...,F,} consists of all the border nodes
and a designated set of ¥V, C (V' \ Uﬁ BN(Fy,)), which is
a special subset of V' without border nodes. The nodes
within the set V,,, might be chosen by some special criteria.
For any nodes v;, v, € V7, If both v; and v, exist in a frag-
ment Fy, and v; is reachable from v; to v; within F;, then
there is an edge from v; to v; in the supergraph, whose
weight is the minimum path weight of the shortest paths
among all the fragments, which have paths from v, to v

Theorem 2. Given a partition P = {F;,Fy,...,F;} of
graph G, the super graph G° = (V5 E®) of the partition P
and a designated node set ¥, C V\UﬁB(Ff,), where
L€, fos ..., fu}. For any pair of nodes v,v € V*,

Proof. In[21], JING et. al. have proven similarly for a two-
layer model, please refer for details. O

Definition 5. A two layer hierarchical model of graph
G=(V,E) is defined as LAYER(G)= {LER,, LER,},
where the first layer LER, is the partition
P={Fg,,Fp,...,F;,} of graph G. The second layer
LER, is the super graph G* = (V*, E°) constructed as spec-
ified in Definition 4.

Corollary 1. Given a two-layer hierarchical model of
LAYER(G) = {LERo, LER,}, as specified in Definition 5.
For any SPgs(i,j) in LER, with W(SPgs(i, j)) # oo, it is
easy to find a corresponding shortest path SPgs(i,j) in
LERq, where W(SP(i, ) = W(SPgs(i, /).

Proof. First, locate the corresponding super nodes of
SPgs(i,j) in LERy; then, for each superedge of SPys (i, j),
find its corresponding shortest path in each related frag-
ment in LERy. Hence, when connecting all the shortest
paths in each related fragments in LERy, a path PL(i, /)
in LER, is established. Based on Definition 4, we have
W(P(i,/)) = W(SPgs(i,j)). From Theorem 2, we know
that Pg(i, ) is the shortest path in Layer 0. Then SP(i, )
is found. O

3.2. THWR protocol network graph model

The introduction of hierarchy is one of the key solutions
to address network scalability problems [22-26]. THWR is
based on the two-layer hierarchical graph model presented
in Section 3.1.

In this model, each router is modeled as a node, and
each link in the network is represented as two directed
edges in opposite directions. The whole optical network
is partitioned into fragments based on islands of transpar-
ency; each fragment represents an island of transparency.

Fig. 2. Graph diagram of an island of transparency optical network.

This set of fragments constitutes the lower layer of the
model. The opaque routers constitute the set of border
nodes (BN), specified in Definition 2. The edge routers,
on the other side constitute the subset V,,;, mentioned in
Definition 4. Since each island of transparency is designed
in such a way that there is at least one all-optical path
between any nodes within the island, each fragment is inter-
nally connected.

The layer 1 is constructed as a supergraph G°=
(V°,E), where V°={ER,OR;}, such that ER;€V,
OR; € V. The nodes in the supergraph are the opaque
routers (BN) and the edge routers (V). Definition 4
determines the conditions to construct the supergraph:
if two super nodes from the same island are connected,
then there is a superedge between them, and hence a
link in the upper layer. In the island of transparency
optical network, ORs and ERs usually account for a
small portion of the whole network. The Layer 1 net-
work is hence much smaller than Layer 0. Most impor-
tant of all, the Lay 1 network has the abstracted
global network information about the optical network.
Figs. 2-4 illustrate the two-layer hierarchical model
for the optical network in Fig. 1. Fig. 2 shows the
Layer 0 model, which has been partitioned into three
fragments based on the islands of transparency. For
illustration purposes, weights have been assigned to
nodes and edges. In real operations, weights are
assigned using a scheme that will be discussed later.
Fig. 3 shows super graph of Layer 0 that constitutes
Layer 1 in the model. Fig. 4 illustrates the graph mod-
el corresponding to the two-layer hierarchical optical
network.

3.3. THWR protocol implementation

THWR is a hierarchical link-state routing protocol, and
as such it floods Link State Advertisements (LSAs) to build
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Fig. 3. Supergraph of transparency island partition.

the two-layer hierarchical graph model within routers.
THWR originates two types of LSAs: Normal LSA
(NLSA), and Super LSA. NLSAs are flooded and restrict-
ed within each island to develop the Local Area Routing
Tables (LART), and SLSAs are flooded across the whole

network to develop the Global Area Routing Tables
(GART).

An optical router (ER, OR, and ER) will originate and
flood NLSAs whenever it detects significant events in its
outgoing links (e.g. optical link’s powering up and down,
or a considerable change of available (free) wavelengths
in one of its outgoing links). The NLSA is a unit of data
describing the local state of the router (router ID, island
1D, router type, node weight, etc.) and its connections to
adjacent routers in the same island of transparency (e.g.
link’s bit rate, cost, number of unreserved wavelength,
and the adjacent router ID). For each particular router
within an island of transparency, the collection of NLSAs
from all routers in the island forms the local link state data-
base, from which the LART is built. The router builds a
tree to find the shortest path to the other routers in the
island. If a router (e.g. OR) might belong to multiple
islands of transparency, it would have multiple LARTS.
As it was mentioned before, the optical impairments are
cumulative and hence increase with the number of nodes
in a specific path. Even though the size of the islands of
transparency is chosen to guarantee the quality of service,
and additional mechanism is added to avoid this problem:
when the number of hops in the shortest path is above a
limit, the router chooses the next shortest path in the tree,

Fig. 4. Two-layer hierarchical graph model.
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Table 1

LART at ER4

Dest Route Cost Outgoing Intf
ARS ER4-ARS5 1 Intf_ 0

AR6 ER4-AR6 1 Intf 1

AR7 ER4-ARS5-AR7 2 Intf_0

AR7 ER4-AR6-AR7 2 Intf_1

ORI1 ER4-ARS5-OR1 12 Intf 0

OR3 ER4-AR5-AR7-OR3 13 Intf_0

OR3 ER4-AR6-AR7-OR3 13 Intf_1

Table 2

GART at ER4

Dest Route Cost
ER1 ER4-ORI1-ER1 15
ER2 ER4-OR1-ER3 16
ER3 ER4-OR1-ER3 14
ERS ER4-OR3-ER5S 16

given that it has less number of routers. This process is
repeated until a suitable path is found.

THWR’s Layer 1 graph model is constructed by the
SLSAs generated by ERs and ORs. SLSAs are propagated
by the ARs, ERs and ORs, but are only processed by ERs.
SRLSAs are originated and flooded when ERs/ORs
rebuild their local area routing tables. An ER’s SRLSA
includes its “super edges” (shortest path) to border routers
or other ERs in its own island; whereas an OR’s SRLSA
contains its “super edges” to other ORs and ERs in the
islands it belongs to. Based on the information provided
by all the SLSAs, GARTs are built in each ER.

Both LARTs and GARTS are rebuilt periodically with
the period of Routing Table Rebuilding Interval (RTRI).
Tables 1 and 2 show an example of LART and GART built
at ER4 for the network in Fig. 2.

3.3.1. Routing with THWR

In THWR, optical connections are established along the
shortest path between edge routers. Routing takes place
during the optical connection establishment phase. Once
the optical connection is established, data traffic will tunnel
through the established circuit connection, and no further
routing is needed. It is the ingress edge router that initiates
the connection establishment process. THWR has two
types of routing: intra-area routing, and inter-area routing.
Intra-area routing takes place when the two ends of the
connection belong to the same island. When the connec-
tion’s source and destination are in different islands,
inter-area routing is performed.

In the case of intra-area routing, the ingress edge router
looks up its LART, since it includes the strictly explicit
route from source to destination within the same island;
the signaling messages will follow the route hop-by-hop
to set up the connection.

As implied by Corollary 1, an optical connection estab-
lished along the shortest path in Lay 1 can find a corre-
sponding optimum path in Lay 0. As for the inter-area
routing process, the ingress edge router first looks up its

GART to get the Loosely Explicit Global Route (LEGR)
from source to destination. Since LEGR only specifies
the intermediate super nodes, the ingress edge and each
intermediate super node need to further search their
LARTs to obtain the Strictly Explicit Local Routes
(SELRs) between adjacent super nodes in the route. For
example, to establish an inter-area optical connection
between network x and y in Fig. 1, the ingress node ER4
will first check its LART to select the inter-area routing
mechanism. Then, ER4 looks up its GART to get the
loosely explicit global route (ER4-OR3-ER5) for the con-
nection. After that, ER4 looks up its LART, obtaining
the SELR (ER4-AR5-AR7-OR3) for route from ER4 to
OR3. ER4 inserts the SELR into the global route, and
sends out the connection setup message, specifying the
source route by (ER4-4R5-AR7-OR3-ERS). The connec-
tion setup packet follows the source route specified in the
message all the way to the next border node OR3. Next,
OR3 will in turn look up its LART, obtaining the SELR
(OR3-AR8-ARI10-ERS) for the route from OR3 to ERS.
Again, OR3 inserts the SELR into the global route, result-
ing in the route (ER4-AR5-AR7-OR3-ER5-ARS8-ARIO-
ERS). Then the connection setup message will continue
to follow the route, until it arrives at the destination ERS.

3.3.2. THWR weight assignment scheme

THWR assigns weight to the edges based on the avail-
ability of free wavelengths within each edge. THWR uses
the following weight function for each edge [27]:

a A=0;
w=< B iA=1;

—axlog(l1—4) A>1;

(1) Ais the number of free available wavelengths on each
edge;

(2) @, B are positive constants, which should be large
enough to differentiate the cost for each edge with dif-
ferent As;

(3) @ and f should meet the relations: a * log} < f < .

The purpose of dynamic edge weight assignment scheme
is to balance the traffic across network and results in less
blocking rate.

In THWR, ORs are assigned a high weight (compared
with edge weights), whereas the ARs and ERs are assigned
a weight of zero. An easy way to assign weight to ORs can
be as follows: first, find an island of transparency with the
maximum number of optical links, say m links; Then, if the
weight assigned to each OR is larger than a * m, the condi-
tions specified in Theorem 1 will be met. As proofed in
Theorem, this assignment scheme can avoid unnecessary
OEO conversions for optical connections, saving the
network resources. However, the weight of ORs can be
reconfigured for administrative and management purposes.
For example, when a specific island of the network is
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getting congested, the weight of all the ORs of the island
can be increased, to bypass future traffic to other islands.

3.3.3. Wavelength assignmentl/de-assignment with THWR

The wavelength assignment process takes place when
routers receive connection setup signaling messages. So
far, THWR adopts a fixed-order wavelength assignment
strategy: the first available wavelength will be assigned
when needed. Wavelength de-assignment occurs when the
router receives the connection tear down signaling messag-
es. The wavelength assignment (de-assignment) process
causes available wavelength changes within optical links.
To limit THWR protocol overheads, an optical router
originates NLSAs whenever it detects a significant change
of available wavelengths in one of its outgoing link. Here,
the significant change of available wavelength is defined as:
WassiprorWaisiel > Threshold, Where, Wy is the total
wavelengti'l number for the link; Wawf,:_,,,for is the number
of available wavelengths in the link prior to the change;
Woavail_afier is the number of available wavelengths after
the change. Threshold is the preset link statement advertise-
ment threshold.

4. Complexity of THWR

Suppose there are N nodes in the optical network. In the
regular flat LSR algorithm [28], each node in the network
will generate one LSA message and flood it to every other
node once. Therefore, the total amount of communication
overhead generated by the regular flat LSR is:

Tisg = N x (N — 1) Messages.

To analyze the overhead of THWR, suppose that the opti-
cal network is divided into M islands evenly, in which each
island has (N/M) nodes. Suppose also that there are K
super nodes selected from these islands to construct the
super graph. Thus, the communication overhead for the
flooding NLSA messages within each island will be
((N/M)* (N/M) — 1)), which renders ((N°/M)— N)
messages in the whole network. Moreover, each super node
in the super graph will generate one SLSA message and
flood it across the network. The amount of this type of
message is K(N — 1). Therefore, the total amount of com-
munication overhead generated by the proposed THWR is:

Trmr = (N*/M) — N 4+ K * N — K Messages.

Hence, the proper selection of M and K will lower the over-
head of THWR, as compared to regular flat LSR. As a rule
of thumb, values of M and K in the range 2 < M, K < N/2
will result in a better performance of Trywz in terms of
overhead, since the flooding communication overheads will
be smaller than in the regular flat LSR algorithm.

In the regular flat LSR algorithm, the topology table
maintained by each router requires memory storage size of
O(N), while in the proposed THWR algorithm, the LART
maintained by each router requires memory storage size of
O(N/M). As to GART, the table storage size is of O(K).

Therefore, for an opaque or all-optical router, the total
required memory storage size will be O(N/M); and for an
edge router, the total memory storage required will be in size
of O(N/M) + O(K). When values of M and K are in the
range 2 < M, K < N/2, THWR required memory would be
saved, especially for all-optical routers. From this analysis,
evidently the proposed THWR algorithm consumes less
router memory than the regular flat LSR algorithm.

5. Implementation and simulation

The implementation and simulation of the THWR proto-
col is based on our previous work on GMPLS virtual router,
developed on OPNET Modeler©%[27). The optical router’s
(ER, AR, and OR) control plane consists of the THWR rout-
ing module and the RSVP signaling module. The goal of the
simulation experiments is to evaluate the performance of our
proposed THWR protocol and islands of transparency opti-
cal network architecture. The simulation experiments are
run with the same network topology?, but with two different
network architectures. Fig. 5a shows the simulation network
topology, comprising 40 nodes. (a) Fig. 5b illustrates the
Opaque Network Architecture. Each router runs OSPF pro-
tocol and the whole network is considered as one OSPF rout-
ing area. To enable OSPF to run in the optical network
context, some optical extensions were added to OSPF, so
that every flooded LSA carries information regarding to
the total number of wavelengths and the number of unused
wavelengths for the corresponding links. (b) Fig. 5c illus-
trates the architecture used to simulate the islands of trans-
parency scenario. In this case, the whole network is split
into four islands of transparency, interconnected by opaque
routers. Each router runs THWR protocol.

The following assumptions are made when running the
simulations:

* No reattempt to send packets is performed when a con-
nection is blocked.

e Each DWDM link has one fiber; the number of wave-
length within each fiber is 10.

e Optical connections are set up and torn down between
edge routers.

e Each all-optical router has the full all optical wavelength
conversion capability.

* Optical connections set up requirements arrive at edge
optical router as a Poisson process with arrival rate . If
the optical connection is set up successfully, it will keep
operating for a ¢ time before it is torn down, where ¢ is a
random variable with exponential distribution, with
parameter 1/7. Hence, the traffic load offered to the net-
work is given by r = T x A. In the simulations, ¢ is chosen
tobe 10s.

2 OPNET Modeler is a Trade Mark of OPNET Technologies, Inc.,
Bethesda, MD.

3 Similar simulation results have been obtained upon other types of
topologies.
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Fig. 5. (a) Simulation topology, network architecture: (b) opaque, (c) islands of transparency.

The performance metrics used in the analysis and evalu-
ation of the algorithm are blocking rate and protocol traffic
overheads. The results presented in the following sections
are averages across multiple simulation runs. Each point

in the plots is an average of 10 runs using different random

number seeds.
5.1. Comparison between OSPF and THWR

Since OPSF is the most widely studied routing protocol
in optical networks, it is taken as the reference point to
evaluate the performance of THWR. Also, to evaluate
the effectiveness of the dynamic link weight assignment
mechanism discussed in Section 3, we compare it with a
static weight assignment scheme. In the static weight
assignment scheme, a fixed weight is assigned to each link,
not considering its available wavelengths. In the following
sections, we specify “D-OSPF”’ and “S-OSPF” to indicate
the OSPF managed Opaque-Optical-Network, with
Dynamic and Static weight assignment scheme respective-
ly. Similarly, we denote “D-THWR?” and “S-THWR” to
indicate the THWR-managed Island-of-Transparency
Optical Network with Dynamic and Static weight Assign-
ment Scheme, respectively. :

In this scenario, the routing table rebuilding interval and
the LSA flooding threshold are kept constant to 60 s and
10%, respectively. In our simulations, an OSPF router
has the detailed information about the whole network;
whereas a THWR router has only partial network informa-
tion. Fig. 6 shows the performance of both architectures
operating under static and dynamic assignment conditions.
It can be observed that the blocking rate in both cases is
very similar for a specific type of cost assignment. This
means that even though THWR uses partial network infor-
mation it can be as effective (or some times even more) as
OSPF.

Meanwhile, the figure illustrates the effectiveness of the
dynamic weight assignment mechanism. The results show
a better blocking rate for the dynamic assignment in both
cases, especially when the network load is light. When
the network traffic load increases, the advantages of
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Fig. 6. Blocking rate comparison between OSPF and THWR with static
and dynamic assignment.

dynamic link weight assignment scheme over static link
weight assignment are not so apparent. This is due to the
fact that the dynamic link weight assignment scheme tends
to route the optical connection requests across the network
by choosing different paths to decrease the blocking rates
whereas in the static link cost assignment scheme, the opti-
cal connection requests will always take the same paths.
When the network traffic is light, more network resources
(wavelengths) are available and hence the dynamic link
weight assignment scheme will perform much better than
the static scheme. On the other hand, when the network
traffic load is high, most of the network resources have
been occupied, and even in the dynamic scheme it is hard
to find a path to route the new optical connection request
successfully.

Fig. 7 compares the performance of OSPF and THWR
in terms of the protocol traffic overhead, under a dynamic
weight assignment scheme. The routing rebuilding interval
and LSA flooding threshold are kept constant as in the pre-
vious case. The plots show the received LSA traffic at two
specific nodes in the network. Fig. 7a illustrates the traffic
at node 2. In the opaque network architecture, this node
is a normal OSPF router, and hence it receives each origi-
nated OSPF LSA in the network. In the island of transpar-
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Fig. 7. Protocol traffic overhead comparison between OSPF and THWR at (a) Node 2 and (b) Node 10.

ency network architecture, the same node only receives the
NLSA traffic from its own island, and the SLSA traffic
from the whole network. Similarly, Fig. 7b illustrates the
behavior of Node 10, which represents a normal OSPF
router in the opaque network architecture, and constitutes
a border router in the islands of transparency configuration
(an hence it receives the NLSA traffic from two islands, and
the SLSA traffic from the whole network). The results show
that the amount of LSA traffic received by both nodes is
lower when using the islands of transparency architecture.
However, the results also indicate that the border router
(Node 10) receives more LSA traffic than a normal THWR
router within the island (Node 2), and that the difference

between the two architectures is more pronounced in the
case of the internal router (Node 2).

5.2. The routing table interval’s effect on the performance of
THWR '

Both LARTs and GARTS are rebuilt periodically with
the period of RTRI. SRLSAs are originated and flooded
every time the edge/border routers rebuild their LARTS,
and hence the latest network topology and resource chang-
es will be reflected and updated. Fig. 8 shows the simula-
tion results of the effect that the RTRI has on the
performance of THWR.

a 07
—.4=- RTRI=60s
0.6 {{ —.=.-RTRI=100s {,
0.5 J|---a--- RTRI=1508 mTae
5 1 p 4550
o . -8 ~ RTRI=2008 PR
g RO
0.4 S
? "."'0
% 03 e
g T
0.2 e &
-
0.1 T
0 v T T T T v
14 18 30 40
Network Traffic Load
b 45 c 9
————
-g 4 - iz % B o e = r——
as e, ... . —~—— - ] 7 ORI 1P -
. wermTI I e e e () 2 [ ST . = = -
a3 .-~ Y 0 . e T 4
iz - - 2 =
g 2.5 %5
a 2 €.4
% 1‘5 e RIR=60: é; 3 e BIRlG0a
: 1 - BIRI=100s. : 2 --:m: - ATRI=100s)
% o5 — - -RTRI=150s g — - &- - RTRI=150s
) —.»—- RTRI=200s —-#—. RTRI=200s
0 v T T T 0 T T g T 7 v
14 18 30 40 14 18 30 40
Network Traffic Load Network Traffic Load

Fig. 8. Effect of the RTRI on the performance of THWR.
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Fig. 8a shows the effect of the RTRI on the performance
of the network in terms of blocking rate. It can be observed
that the performance is heavily affected, especially for light
traffic load. When the RTRI increases, the blocking rate
increases too. Hence, the lowest blocking rate is obtained
for the 60-second-RTRI. For example, at traffic load of
14, the 60-second-RTRI’s blocking rate is around 9%;
whereas the blocking rate of the 200-second-RTRI is as
high as 22%. In terms of traffic overhead, it is expected that
smaller RTRI generate more LSA traffic, since the updates
are flooded more often. This is verified by the simulation
results illustrated in Figs. 8b and ¢, which show the
received LSA traffic at Node 2 and Node 10, respectively.
Both figures have demonstrated that with smaller RTRIs,
THWR will generate more LSA traffic (SRLSAs).

3.3. LSA flooding threshold effect on the performance of
THWR

Another important THWR parameter that requires tun-
ing is the NLSA flooding threshold. Fig. 9 illustrates the
effect of the flooding threshold on the performance of the
protocol. Fig. 9a illustrates the performance in terms of
blocking rate for three different threshold values: 10%,
30% and 80%. The blocking rate increases with the thresh-
old value, as shown in the results. Figs. 9b and ¢ show the
impact of the threshold value on the protocol overhead
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performance for nodes 2 and 10, respectively. It can be seen
that the amount of overhead traffic decreases when the
threshold increases. That is, the choice of a specific thresh-
old value is a tradeoff between the blocking rate and the
LSA traffic. Once again, it can be observed that the amount
of overhead is higher for the opaque router.

6. Conclusions

This paper has presented a new hierarchical link state
routing protocol, called THWR, for the islands of trans-
parency optical network. By taking advantage of the char-
acteristics of the islands of transparency network topology,
the proposed protocol partitions the whole optical network
into routing areas, each of which constitutes a transparency
island. Differing from other hierarchical routing protocols,
THWR does not require the definition of a backbone rout-
ing area, as is the case of OSPF [9], nor does it designate
any node as peer group leader as in a hierarchal ATM net-
work [22]. As a result, the proposed protocol is easier to
maintain, and more flexible from the perspectives of
deployment. Network scalability is a very important design
consideration, ' '

Analysis and simulation results show that the amount of
communication overhead in the proposed THWR is less
than that of flat LSR (e.g., flat OSPF). Meanwhile, the
mathematical analysis has also shown that THWR con-
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Fig. 9. Effect of the LSA flooding threshold on the performance of THWR.
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sumes less router memory than the regular flat LSR algo-
rithm. It is clear then that THWR is more bandwidth effi-
cient and scales better than regular flat LSR. Since THWR
is designed purely for optical networks, it takes full consid-
erations of optical network’s characteristics. In THWR-
managed optical network, unnecessary OEO conversions
for optical connections are avoided. Furthermore, THWR
adopts the dynamic cost assignment scheme to balance the
load across the network, while reducing the blocking prob-
ability. As a consequence, THWR-managed optical net-
works are more economic and efficient.

Appendix A. Proof of Theorem 1

Result (1) Proof. The path set Pathsg(i,j) =
{P&(i,)), ..., Pp(i,/)}, will include all the paths from node
v; and v; in graph G. There are three types of possible paths
with the set:

* Type one: the path consists of nodes only from F,, there
are no intermediate border nodes.

o Type two: the Path consist of nodes only from F, there

are intermediate border nodes.

* Type three: the path consists of nodes from fragments
other than F. Apparently this type of path will include
intermediate border nodes.

Since fragment F, is internally connected, by Definition
3, within fragment F 1;» there is at least a type one path from
vi to v in Fp. Assume it is Py(i,j) = (v;, € 41),
Vitls " Ujm1, €(j=1), Uf)s apparently W(SPg(i,j)) <
W(PL(i,j)). If each border node is assigned the same
weight, and the weight is larger than W(PL(i, /) — W (}),
the weight of any type two or type three path is larger that
of the type one. Thus the shortest path between v; and v;in
graph G is totally within F,, which implies the nodes in the
shortest path are all from Fj,. There are no intermediate
border nodes, and hence SPg(i,j) = SPf, (i,j). O

Result (2) Proof. The path set Pathsg(i,j) =
{P&(i, ), - .., Pa(i,/)} includes all the paths from node v,
and v in graph G.  Assume PL(i,j) =
(Vi €(1i41) Vigly - - -, Vjm1, €-1,), ;) is the path with least
intermediate border nodes. If each border node is assigned
the same weight, and the weight is larger than 3/~ Wisrr)s
Pg(i, j) is guaranteed to be the shortest path between v; and
v; in graph G. Any other path in Paths(i,j) is longer than
Py(i,j). O
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