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Relevant Strategic Plans  - LHC CMS Strategic Plan (LHCCMS)

USCMS Distributed Computing Tools Goals -  

· Meet the U.S. obligations to International and U.S. CMS in the areas of workflow management.    Train and support the U.S. user community to make efficient use of the worldwide distributed computing resources for analysis.   Support the data operations teams to make efficient use of the distributed computing resources for large-scale simulation, data processing, and data selection.

USCMS Distributed Computing Tools Strategies – 

· Participate in CMS challenge and global data taking exercises to test the scale and functionality of components, services, and techniques.    Provide direct user and operator support as well as organize user tutorials, documentation, and operator training.
LHC/USCMS Distributed Computing Tools
Objectives for FY08

1. Prepare ProdAgent for use in CSA07 (September and October 2007) and for use in the cosmic run global data taking. 

a. Demonstrate management of 2500 job slots

b. Demonstrate management of the Tier0 workflows including repacking of the raw data and prompt reconstruction

2. Support the ProdRequest and ProdMgr components for large scale central CMS production and small scale user specified production samples
a. Goal is to turn over a 10k event sample in 24 hours when triggered by a user request
b. Goal is 50M events per month when specified by data operations teams for September and October
c. Goal in March is 100M events per month
3. Provide development effort for the CMS Remote Analysis Builder (CRAB) and the CRAB server
a. Develop a common submission interface for CMS LPC users
b. Deploy and support the CRAB server at FNAL
4. Provide tutorials in the use of CRAB for user and ProdAgent for the operations teams as needed (roughly quarterly during the final year of preparations).
Priorities: The most important objectives are to provide a service to satisfy the needs of the commissioning and analysis preparation activities.   This includes success completion of the ProdAgent work for the Tier-0 project, the organized processing tools required for CSA07 and the cosmic data taking, and the analysis services needed to complete the early physics notes.

Staffing: The distributed computing tools project has reached the level of effort foreseen in the US-CMS Software and Computing project plan.   Currently Distributed Computing Tools relies on effort from the following individuals from the computing division.   In addition there is 1FTE of effort at U.S. universities supported by the U.S. CMS Project.

· David Evans (1.0FTE) 

· Oliver Gutsche (0.25FTE) (FNAL RA)

· Sergey Kosyakov (0.9FTE)
· Eric Vaandering (0.6 FTE)

Change control: 

Scope and schedule changes in the software area are dedicated by the international CMS offline project coordinator in consultation with the level 2 managers for offline.   The offline manager for data and workflow management is Peter Elmer.    In addition schedule changes for US specific work would be approved by the US-CMS level 2 manager for distributed computing tools, who is Frank Wuerthwein.
Risk Assessment:
1. Failure to support functional prototypes before the start of the run will have a major impact on CMS preparation.   There are a finite number of opportunities to commission the detector and verify the concepts in the CMS computing and analysis models.

2. Failure to production quality releases during data taking will have a major impact on the physics potential of CMS.


































