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Relevant Strategic Plans  - LHC CMS Strategic Plan (LHCCMS)

USCMS Grid Services and Interfaces Goals -  

· Ensure CMS can make efficient use of Open Science Grid resources for user analysis, event reconstruction, data selection, and Monte Carlo simulation.   Ensure that CMS can transparently use the EGEE and the OSG infrastructures for data transfer and data processing.

USCMS Grid Services and Interfaces Strategies – 

· Grid Services and interfaces develops tools and techniques to facilitate efficient and secure use of the OSG resources for CMS including job submission services, data transfer interfaces, monitoring tools, accounting services, and auditing services.    This project also participates actively in the support and operations of the U.S. OSG facilities and works within the context of the OSG Integration Program to ensure interoperability, stability, and functionality of the OSG infrastructure.   
LHC/USCMS Grid Services and Interfaces
Objectives for FY08

1. Participate in solving scaling issues and debugging problems with grid interfaces to storage and processing at the Tier-1 and Tier-2 computing systems for US-CMS

a. CMS dedicated scale testing in September and October (CSA07)

b. Dedicated computing drills of specific scenarios planned for February and March of 2008

2. Participate in the OSG Integration Project to ensure interoperability of the OSG with the EGEE services for CMS and functionality of CMS specific services on the underlying OSG infrastructure

a. On-going program of work

3. Ensure all CMS grid services are properly accounted and auditable to meet the security requirements of the Tier-1 and Tier-2 sites

a. Complete deployment of Gratia

b. Evaluate auditing procedures for processing and storage interfaces to sites

c. Complete the deployment and distribution of gl-exec

4. Complete deployment of OSG SAM tests to ensure all sites function and availability can be tracked

a. Track and solve problems identified by the CMS specific SAM tests

5. Complete glide-in development, testing, and commissioning

a. Roll out of glide-in WMS into operations

6. Deploy OSG 0.8 and OSG 1.0 to US-CMS Computing Facilities at a time-frame appropriate for CMS.

7. Transition Mona Lisa development work to maintenance and operations

8. Interface CMS monitoring and dashboard information to US equivalents in OSG and US CMS Tier-1 facility as needed for operations and debugging.

9. Participate in CMS operational security activities interfacing to the Tier-1 facility and OSG security.

10. Participate in the OSG Privilege Project 
Priorities: The most important objective is to work on providing reliable grid services and interfaces that function at the scale required by CMS.  CMS has several high profile activities planned for FY08.   CSA07 in the fall is the final large-scale computing preparation challenge for CMS.   The two global runs with cosmic data, planned for November and March, are opportunities to test the global distributed computing infrastructure at a reduced scale.  The accounting and auditing are needed for long-term operations.    

Staffing: The Grid Services and Interfaces project needs to grow by 2FTE to meet the goals of this year.   Currently Grid Services and Interfaces relies on effort from the following individuals from the computing division.   In addition there are portions of 4FTE of effort at U.S. universities supported by the DISUN project.

· Burt Holzman (1.0FTE) 

· Iosif Legrand (0.25FTE)

· Igor Sfiligoi (1.0 FTE)
· John Weigand (1.0FTE) (Contractor)

· Grid Operations Position (1.0)

· Grid Debugging Position (1.0, Posted offer out)

· Accounting/Auditing support from existing CD staff (0.5)

· Security support from existing CD staff (0.25FTE)

Change control: 

Scope and schedule changes for the grid services and interfaces work should be approved by the US-CMS level 2 manager, who is Ruth Pordes.
Risk Assessment:
1. Failure to support functional grid services and interfaces before the start of the run will have a major impact on CMS preparation.   There are a finite number of opportunities to commission the detector and verify the concepts in the CMS computing and analysis models.  CMS has a complicated and globally distributed computing infrastructure and there is a long program of work for validation.

2. Failure to deliver production quality services during data taking will have a major impact on the physics potential of CMS.

