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The CMS and LHC Strategic Plan covers the coming three years and is updated annually.   During the period 2007-2010, CMS had planned to execute dedicated cosmic runs at the end of 2007 and in early 2008, an initial physics run at low luminosity in 2008, and two years of physics data in 2009 and 2010.   The LHC startup has been delayed until Spring 2009, but the strategic plan remains basically unchanged.   The facilities group has nearly completed the challenging years of Tier-1 center preparation, procurement and deployment.   The distributed computing infrastructure has been exercised at the expected scale and complexity.  The facility is moving into production, and will be ready for early data taking in 2009.

Mission 

The mission is to develop, innovate, and support excellent and forefront computing solutions and services for the CMS experiment at CERN, and the U.S. CMS Software and Computing Project.  In particular, we plan to build a Tier-1 regional computing center as part of the Worldwide LHC Computing Grid and a CMS analysis computing facility for the LHC Physics Center at Fermilab, and to collaborate closely with similar efforts at other CMS institutions in the US and internationally.  It is also our goal to facilitate remote collaboration and remote operations at Fermilab for the CMS collaboration and for the LHC accelerator.   

Context and Assessment of Current State

The LHC program at FNAL is comprised of several related activities.  FNAL is the U.S. host lab for the U.S. CMS project. Activities include detector construction and commissioning, construction and operation of a remote operations center for remote detector operations, and data operations for CMS and for LHC accelerator monitoring. FNAL hosts the CMS Tier-1 computing facility for the Americas.  The core group of application framework software developers and a significant fraction of the distributed computing developers are employed by FNAL, a leader in the development and deployment of the Open Science Grid that benefits both US-LHC experiments and other science communities.

The LHC and CMS monitoring activities have successfully demonstrated the ability to contribute to operations at a distance.  The Remote Operations Center (ROC) final facility is complete and has successfully contributed to the Magnet Test and Cosmic Challenges (MTCC); 2008 CMS Cosmic Tests in the P5 cavern (CRAFT, CruZet); and first beam and tracker integration activities, including shift work, real-time monitoring, and data processing and reprocessing.    The LHC at FNAL facility is a model for remote operation centers, and technical challenges regarding secure access to CERN-based systems are being overcome.

The Tier-1 computing facility is in the middle of the final phase of the procurement and deployment cycle, which is intended to reach full capacity by 2008.  The US-CMS Tier-1 center achieved 100% scale of all important capacity metrics by the end of FY 2008.  
Software developers at FNAL completed the re-engineering of the CMS core software framework in 2006.  This massive undertaking, involving coordinating contributions from global CMS, was completed on schedule.  The software was successfully validated during the CMS Computing Software and Analysis Challenge (CSA06).   The distributed computing effort in CMS centered at FNAL continues to make significant strides in deploying scalable services for data management, workflow execution, and analysis submission. 

The Open Science Grid receives funding from both the DOE and the NSF for running the Grid as a distributed facility and to enable it to contribute to grid based storage, higher level distributed computing services, packaging and deployment, and support.   US-CMS continues to play a leading role in the OSG, and to benefit from advances provided by OSG efforts.

Vision

By 2009, the US-CMS Tier-1 computing facility at FNAL will be the largest and most capable remote computing center for CMS.  US-CMS will meet its obligations to the international experiment with processing, storage, and network resources commensurate with the size of the US fraction of the collaboration.  FNAL will bring to bear the professional expertise at facility operations and deployment required to support the Tier-1 center.

By 2009, FNAL will be the best place in the world to perform CMS physics analysis.     The combination of a critical mass of expertise at the LHC Physics Center (LPC), adequate computing resources to support the local analysis community, access to locally stored data samples, and a strong connection to experiment monitoring and operations will result in a world-class analysis center.

By 2009, the accelerator and experiment monitoring will provide CMS and the accelerator division with a unique opportunity to contribute to the experiment and accelerator operations from the US.   

Stakeholders

The sponsors of the CMS and LHC work are the U.S. LHC Research Program funded by the DOE and the NSF, and the Fermilab core program. 

Customers are the Fermilab and University scientists doing CMS research, and the CMS collaboration. 

Effort and deliverables are provided from many groups both internal and external to the Laboratory.

Goals and Objectives 

1. Deliver an active Tier-1 computing facility that meets the requirements for custodial data storage, data serving capacity, reconstruction processing capacity, and local and wide area data serving capacity as outlined in the CMS computing technical design report (CTDR).
2. Provide a functional data operations team to peer with the CERN-based team.  The CMS data operations model calls for two teams: one team operating at CERN during the European day and one operating at FNAL during the U.S. day.   The teams have equivalent responsibility and authority during their respective shifts.

3. Provide sufficient local analysis computing, user storage, and data serving capacity to support a community of roughly 200 participating scientists.

4. Develop distributed computing infrastructure to make efficiency use of the CMS dedicated and opportunistic resources through the OSG common grid infrastructure.   This includes the use of processing resources for simulation, analysis, and event reconstruction as well as the delivery of data management components to make efficient use of distributed storage resources. 

5. Participate in the development and integration of the CMS Storage Manager and Tier-0 systems for CMS to ensure prompt reconstruction and calibration of the CMS data.

6. Facilitate the development and deployment of the CMS core framework to give a competitive scientific advantage to CMS in data analysis.

7. Provide opportunities for U.S. physicists to actively participate in detector commissioning and operations from the U.S. through remote monitoring.

8. As part of the lab-wide LHC@FNAL collaboration, provide capabilities for remote participation of U.S. scientists in the operation of CMS and support the integration of U.S. accelerator scientists and engineers into the LHC commissioning effort.

9.  The CD effort concentrates on collaboration tools and user-friendly, robust and secure access to online information during operations.  One such capability is Role Based Access (RBA), software to restrict access for authorized users to the LHC controls system.  We are involved in investigating new technologies for remote operations as well as supporting the network and computer hardware for the center.

Strategies

For the facility, CMS has utilized a strategy of yearly procurements at increasing capacity and complexity.  The goal is to achieve a sustainable operations ramp by not more than doubling the number of systems or the capacity of resources in a year.  

In distributed computing and core software development, US-CMS has practiced active engagement with the international experiment, while maintaining a strong local core team.

Services and infrastructure are tested with service challenge activities that permit multiple elements of the computing, software, and analysis systems to be evaluated simultaneously.    

CMS remains committed to the success of Open Science Grid and maintains close integration with OSG development and deployment projects.

Resource Needs 

We expect the engineering resource needs profile to be roughly flat through these three years, in terms of the overall FTE count. The physics effort will increase and additional scientists, RAs and guest scientists will be required to start the physics program of the LPC.   The project will naturally be transitioning from a development focus to an operations focus.

The funding profile for equipment procurements is about flat. 

Progress Indicators

CMS will transition from a preparing to a running experiment beginning with the start of LHC operations in May of 2009.    The goal for CMS is to achieve a level of service reliability and transparency in the distributed services comparable to what can be achieved with local access to computing resources.

 By July of 2009

· CMS expects be able to successfully execute 20,000 jobs per day on the FNAL batch computing resources through a combination of local and grid submissions.

· The local community should be able to submit 20,000 jobs per day across LPC analysis and remote resources.

· CMS expects to be able to reliably accept 200MB/s of data from CERN to tape.

· Time from deciding to transfer data to achieving the desired throughput should be less than 1 hour.

· The goal is to provide transfers from FNAL storage to Tier-2 centers at between 50MB/s, to the worst connected Tier-2 centers, and 500MB/s for the best connected Tier-2 centers.   

By June of 2009

· CMS expects that the number of job submissions to FNAL and to U.S. distributed resources will increase slowly, but that the volume of data being accessed and the diversity of samples requested will increase.

· The Tier-1 center will execute several complete reprocessing passes of the custodial raw data.

· In 2009 the accelerator is likely to be collecting low luminosity data, but ramping toward the accelerator design goals.   The physics groups at the LPC will have access to sufficiently large samples that analyses of rarer signals will be possible. 

