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D0 Offline Support Goal –
· Provide D0 offline needs to enable the computing which allows the experiment to publish physics results in a timely manner while scaling the system to deal with increased data sets and increasing instantaneous luminosity.
D0 Offline Support Strategy –
· Provide D0 experiment with computing resources including computing servers, CAB, project disk spaces, tape storage, etc for physics analysis.

· Encourage the migration of resources from dedicated usage by single experiment to FermiGrid and OSG.

· Automating D0 data processing related tasks and Monte Carlo production in a Grid based system.

D0 Offline Support
Objectives for FY08

1. Expand the resources in FermiGrid.

2. Working with CD Scientific Facilities and Scientific Core Services to purchase and deploy new hardware.  Plan for hardware purchases using input from the D0 experiment.

3. Working with CD Scientific Facilities and Scientific Core Services to provide support for the computing and disk facilities, SAMGrid, SAM data handling, central storage, central databases.
4. Working with D0 experiment collaborators to explore the usage of FermiGrid for D0 physics analysis.
5. Working with D0 experiment collaborators to perform Monte Carlo production using OSG  and LCG resources via SamGrid scripts.

6. Migrate primary data reconstruction from local farm to FermiGrid.

7. Migrate D0 data storage from 9940B and LTO-2 to new technology device LTO-4.
8. Reorganize D0 production software, D0runjob, D0repro and SamGrid, to automate D0 data and MC processing tasks and reduce operational load.
9. Work with D0 experiment to timely address data handling operational issues.

DO computing coordination and project management
· Activity type:
 ongoing

· Metrics:
 number of physics papers
DO data and MC production 
· Activity type:
ongoing 

· Metrics
number of events processed; number of MC events processed; 
DO reconstruction executable support
· Activity type:   ongoing

· Timescale:
October 2007

· Milestones:      set by the Experiment

· Metrics
Number of crashes on the farm per 1M events; time/event
Priorities: 

The priorities are to continue smooth operations, particularly for offline support, data handling and databases and production processing.  The staffing is sufficient, but lean to provide operational support.  There is little ability to take on priorities beyond these essential and basic needs without increasing effort.
Staffing:

The staffing will include CD personnel assigned to DO specific tasks for supporting the offline applications, farm production and managing the DO reconstruction executable.  Guest scientists serve as an important resource to coordinate Monte Carlo production and other computing projects. 

Change control: 

New objectives or projects will come at the request of the DO spokesmen and computing coordinator and will be considered by the CD/REX department management.

Risk Assessment:

1. The DO experiment is becoming very thin on effort.  The CD might be asked to take on additional responsibilities.  The experiment should be encouraged to make a global request rather than approaching the needs as each arises.

2. The offline support for D0 computing needs is essential and very important. Insufficient support will negatively affect D0 physics analysis and publications.  

