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Experimental HEP, including LHC data collection and analysis, and Lattice QCD applications require Fermilab to operate multiple petabyte storage systems The overall storage installation consists of disk and tape storage media; Ethernet and Fibre Channel SAN; Linux Data movers; and multiple 10 Gigbit wide area channels to feed research and production wide area networks. As our science is data-intensive, our systems must move data as well as hold it with near zero loss. The storage is accessed locally with aggregate transfer rates exceeding 50 Gb/second, 24x7. Very significantly, over a petabyte of data are exported world-wide each month; the nearline tape store is actively read.

Automated, production, global distribution at petabyte volumes to multiple partners is currently at the state-of-the art capability for a computing facility. This sort of distribution necessarily implies that independently specified systems must interoperate. Prerequisites for success include the development of compatible technologies; the skills to integrate complex systems; and the ability to collaborate.

To help realize usable, independently implemented, interoperating global data systems, Fermilab contributes to many standards: GridFTP; SRM; perfSonar; opensaml; X509 extended attributes; and US-wide security policies and practices. Fermilab is the principal institution contributing to the storage system software components in the VDT, and is a principal collaborator on the dCache storage element, used by the LHC experiments.

Because the associated integration task is complex, Fermilab has extensive expertise on end to end issues related to wide area network transfers. The expertise is brought to bear on production systems and is published in refereed technical journals when appropriate. Fermilab’s storage systems have extensive diagnostic interfaces to aide in integration and problem resolution. Fermilab takes a systems view, and actively collaborates with US universities, Internet2, ESNet, and research networks. To establish the worldwide system of US LHC data centers, Fermilab interoperates  with data centers in Europe and Asia. Fermilab has worked to help specify the LHC Optical Private Network, and participates in the GLIF. Fermilab is currently working to commission sustained multi-gigabit production data transfers to dozens of LHC data centers world wide.

Fermilab proposes to bring its expertise in the area of deployment, management and performance diagnosis of high performance storage and data movement along with needed relevant technology to the Midwest Consortium for Petascale computing.
