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Relevant Strategic Plans – LHC (2007 - 2009)

Tier-1 Goals

The USCMS Tier-1 Facility at Fermilab, including the LPC-CAF, will complete the procurement and commissioning ramp in time for the start of data taking.  

The Tier-1 Facility will operate automated production-level fully monitored services for users and will participate in the CMS experiment data taking preparation activities.

Tier-1 Strategy

The Tier-1 Facility has a strategy of progressively increasing scale of both facilities and services.   

The Tier-1 Facility need to continues to evaluate CPU and disk systems to stay on the cutting edge of available technology, including the reduction of power.

Tactical Objectives for FY08

Demonstrate the ability to ramp the CMS facility services to 100% of the nominal CMS Tier-1 goals and the ability to ramp the LPC/CAF dedicated environment to meet the USCMS needs.



During FY08 the Tier-1 Facility, including the LPC/CAF portion,  will need to roughly 
 
double in CPU capability and will need to increase its disk storage capacity by 60%
 
in preparation for the CMS data taking.

Improved monitoring of all aspects of the Tier-1 Facility.

Improved ability to debug user-level data transfers problems and batch job issues.

/LHC/CMS/Tier-1

Participate in CSA08 September 2007. Resolve any remaining issues for data transfers or automated workflow to ensure the Tier-1 Facility is ready for data taking in Spring 08.

Purchase requisitions in place for CPU procurements by early 3rd Quarter FY2008


300 dual CPU quad-core nodes for Tier-1 and LPC/CAF



New CPU nodes in full production by late Summer 08.

Purchase requisitions in place for disk procurements by early 3rd Quarter FY2008


1 PB of disk arrays and data servers for Tier-1 and LPC/CAF



New disk storage in full production by late Summer 08.

Ensure that robotics, including drives/movers/slots are in place and available for USCMS data taking needs, including all load-tests and data challenges.

Ensure that sufficient media is available for Tape Media available all USCMS needs.

Continue to upgrade of LCG, OSG and dCache/SRM products throughout the year when appropriate

Improve monitoring and debugging capability for all services, including data transfer, user batch jobs and facility infrastructure services like power and temperature.

Improve OS/system reload for worker nodes and dCache disk pools.   

Automate OS/system reload for servers.

Retire CPU nodes older than 4 years (93 nodes in 08)

Retire of disk older than 5 years (12 arrays in 08)

Priorities: The number one priority of the Tier-1 center is to deploy the resources needed to be ready for the CSA07 data challenge and to be ready for data taking in Spring 2008.  This includes processing and storage resources for CMS data and the dedicated resources needed to support the local analysis community at the LPC Center.

Staffing:   The CMS Tier-1 facility department requires 12 FTEs and additional 3.15 FTEs from other departments to meet its goals. Although we just recently filled a system administrator position, we are still 3 FTE short of meeting this need. We are still looking for CPVI system debugger/integrator, a position open for more than a year. We are also looking for a CPIV system debugging/integrator to help with low-level OSG user issues. These are the most critical staffing requirement.  Maintaining the current highly skilled team members is also a critical requirement for continued smooth operations.

The Tier-1 Facility relies on effort from the Data Movement and Storage department, and funds this effort at a level of 2.9 FTEs.  We expect to continue this level of funding throughout the year.  One of these positions is not currently filled and we are relying on the leveraged efforts of current FTEs, and OSG contributions.  Filling this position is also a critical need for improved data transfer quality.

The Tier-1 Facility also funds the Database department at 0.1 FTEs to support FTS oracle database needs. We expect to continue this level of funding throughout the year.

Change control: 

Any changes to the current plan need to be communicated to the CMS S&C Project and the CD facility management team.

Risk Assessment: 

This tactical plan brings the USCMS Tier-1 Facility to 100% of the 2008 goal capacity by September of 2008.  This includes roughly 2.7 PB of disk storage and 12.7 MSI2k.   Other than unanticipated manufacturing problems and loss of staff, the biggest difficulty the Tier-1 team faces in deploying and managing an automated state-of-the-art facility.  Our strategy has been to increase our scale every year, and each year new challenges are discovered and need to be solved quickly and just after the equipment is deployed.  Another risk we face is the ability to place the disk storage physically next to the current data admin nodes in FCC – cooling capabilities and limited power sources in the aging FCC facility could limit our ability to do this. 

