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Networks/NIU
NIU.Strategic Goal - The strategic goals for networking includes the following components applicable to the network infrastructure upgrade efforts:

· Maintain network infrastructure capacity well ahead of current use and projected near term requirements
· Network infrastructure should be maintained at the forward end of established network technology
· Reliability of network infrastructure and services should be maximized
· Wireless network support should be fully integrated in the general network infrastructure

· The network architecture should provide for varying levels of access needs for attached systems

NIU.Tactical Objectives for FY08 - The tactical objectives for the network infrastructure upgrade effort for FY08 are:

1. Upgrade the core network facilities for 10GE support to Wilson Hall and additional 10GE support for the border router.

2. Upgrade the computer room network support infrastructure.  Scope includes an additional Catalyst 6509 for FCC1, additional 1000B-T support for FCC2, general purpose farms upgrades to 1000B-T, and general network support for GCC computer room B.
3. Enhance redundancy in core network, including implementation of redundant supervisors on the FCC, Wilson Hall, and border routers.
4. Upgrade protected zone network infrastructure to include a protected zone hub in Wilson Hall, as well as providing additional port capacity to both FCC and WH protected zone core routers

5. Expand wireless support to include improved access point coverage, an additional wireless management (WISM) blade for the additional access points, additional TeraBeam radios/receivers for inter-building wireless support, and procure a more advanced wireless analyzer.
6. Complete the replacement of hubs in the Fixed Target & Site 38 areas,  as well as obsolete Catalyst 2924 & 5000 switches, & Cisco 4000 routers within the facility LAN.  Also replace the obsolete supervisor-2 modules in the Soudan mine Catalyst 4500 switches
7. Upgrade the D0 work group LAN to support the FY08 system expansion for that experiment, as well as additional 1000B-T support for the offline network and 10GE link upgrade between the D0 & FCC components of the work group

8. Upgrade of CD LAN in FCC to 1000B-x support.

9. Deploy optical tap capability in core network for security tools

Site Networking/Upgrades/SVCS Radius Server Software Upgrade
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------
Site Networking/Upgrades/SVCS VPN Concentrator Upgrade
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/Core Border Routers
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/WH CAT4000
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/WH 10G Upgrade
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/WH 1G Desktop Upgrade
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/LSS WH15 Switch
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/CD Upgrades FCC & 48 Port Blade
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/PPD Fixed Target Switches
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/PPD Village Switch Upgrades
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/TD Village Switch Upgrades
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/TD IB1 Switch Upgrade
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/Wireless Westell Replacement
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/Wireless New Access Points
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/Wireless New WISM Blade
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/DNS-DHCP Project New Servers
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/Village Private LAN Segment
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/LCC New 6509
· Activity type:
New/Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Site Networking/Upgrades/GCC Cabling Upgrades
· Activity type:
Upgrade 

· Timescale:
Start:  October, ’08;  Complete:  September, ‘08
· Milestones:
------


· Metrics
------

Priorities: The highest priority projects are the ones that keep the core facility infrastructure at the forward edge of technology, in terms of capacity & technical evolution.  In FY08, these are identified as the completion of the 10GE backbone to WH, enhanced redundancy in core network facilities, and development of the protected network zone into a core network facility.  Another highest priority project is the expansion of network switch port capacity on the computing room floors.  At somewhat lower priority is the expansion of wireless LAN coverage across the site to meet continual growing needs.  Important, but lower priority projects would include upgrade of the CD LAN (offices) to 1000B-x support, and replacement of obsolete network devices (hubs, no longer supported switches), and an optical tap capability within the core network infrastructure.
Staffing:  The staffing effort for network upgrades in FY08 is estimated to equivalent to the effort level in the previous year.  The number of projects is somewhat higher, as is their relative aggregate complexity.  This increase is expected to be offset by significantly greater use of structured project planning techniques, and the efficiencies that should bring.
Change control: 

Any changes or delays to the high priority network upgrade plans will need approval by the CNCS Department Head.  Changes or delays in deployment of lower priority NIU sub-activities should have minimal impact, and only need approval of the Network Section Head. 

Changes or delays in network upgrade plans for the CMS or Run-II network facilities will require notification & approval by the CNCS Department Head and the Head of the computing effort for the respective experiments, as well as notification to the CDO.
Risk Assessment:

1. In the short term, delay in upgrade of the core network backbone facilities to 10GE would likely result aggregation of multiple 1GE circuits.  The potential longer term impact is to have a network backbone facility in place that falls behind the technology evolution curve, and is poorly positioned to meet new or changing facility network service requirements.
2. Additional 1000B-T support is required, particularly on FCC1 & FCC2, to meet computing needs.  Older, lower performance competing systems are being replaced with newer systems that natively support 1000B-T.  In addition, experiment farm worker nodes are migrating out to GCC.  These systems have their own networking support, which normally moves with them, and are being replaced in FCC with computing systems that require network support from the general computing room floor switches.  If the 1000B-T capacity is not increased, only 100B-T ports may be available.
3. Improving redundancy has been identified as a very high priority strategic direction.  Not upgrading the redundancy aspects of the core facility would result in the same level of redundancy currently found in the facility network.
4. Expansion of the protected network zone infrastructure requires additional infrastructure.  In addition, the protected zone should have the same level of redundancy as the existing core network facility.  Keeping the protected network zone infrastructure at its current capacity will inhibit expansion to include additional work groups, and potentially be impacted more by failure outages.
5. Not expanding wireless coverage will potentially result in poorer wireless network performance as usage grows while coverage doesn’t expand to meet that growth. 
6. There is general desire to replace obsolete network equipment in a timely manner.  The consequences of not completing this project in this year are not severe, but will result in continuing support of network equipment that weakens the Laboratory’s network security posture, through use of shared media, and unencrypted (Telnet-based) network management procedures.
7. Same as above (7), except for the CDF experiment.

8. Same as above (7), except for the D0 experiment.

9. No major impact, except an inability to support gigabit connections to CD offices, as well as a general concern about the CD network facilities, normally used as a test bed for the facility network, falling behind from a technology perspective.

10. Less flexibility in providing network traffic for computer security analysis tools. 

Resource Summary: Details are found in the activities entered in the budget request.  

M&S

	Item
	Comment
	Dept
	Network Sub-Activity
	$ Amount
	Eq/Op

	RADIUS server S/W 
	Upgrade
	CNCS
	Site Networking / Upgrades / SVCS
	$10K
	Op

	VPN Concentrator 
	Upgrade
	CNCS
	Site Networking / Upgrades / SVCS
	$30K
	Op

	Border Routers (2)
	Upgrade
	CNCS
	Site Networking / Upgrades / Core
	$70K
	Op

	WH Cat 4000 
	Upgrade
	CNCS
	Site Networking / Upgrades / WH
	$20K
	Op

	10G upgrade

	Upgrade
	CNCS
	Site Networking / Upgrades / WH
	$13K
	Op

	WH 1G Desktop 
	Upgrade
	CNCS
	Site Networking / Upgrades / WH
	$20K
	Op

	WH 15 Switch 
	Upgrade
	CNCS
	Site Networking / Upgrades / LSS
	$10K
	Op

	CD Upgrades & FCC1 48 Port Blade 
	Upgrades
	CNCS
	Site Networking / Upgrades / CD
	$50K
	Op

	FT Switches
	Upgrades
	CNCS
	Site Networking / Upgrades / PPD
	$25K
	Op

	Village Switch 
	Upgrades
	CNCS
	Site Networking / Upgrades / PPD
	$7.5K
	Op

	Village Switch 
	Upgrades
	CNCS
	Site Networking / Upgrades / TD
	$7.5K
	Op

	IB1 Switches 
	Upgrades
	CNCS
	Site Networking / Upgrades / TD
	$20K
	Op

	Westell Replacement
	Upgrade
	CNCS
	Site Networking / Upgrades / Wireless
	$10K
	Op

	New APs
	Additions
	CNCS
	Site Networking / Upgrades / Wireless
	$28K
	Op

	WISM Blade
	Addition
	CNCS
	Site Networking / Upgrades / Wireless
	$52K
	Eq

	Server Replacements
	Additions
	CNCS
	Site Networking / Upgrades / DNS-DHCP Project
	$35K
	Op

	Private LAN segment
	Upgrade
	CNCS
	Site Networking / Upgrades / Village
	$30K
	Op

	New 6509 Switch
	Addition
	CNCS
	Site Networking / Upgrades / LCC
	$80K
	Eq

	Grid Farms
	Addition
	CNCS
	Site Networking / Upgrades / GCC
	$15K
	Op


Personnel

No additional staff support is being requested for this activity.

































