Computing Division Self Assessment      FY05

Scientific Computing - Hardware Management

The Fermilab Computing Division (hereafter referred to as CD) provides computing services for the current and future scientific programs.  .  These services include system administration for experiment specific needs, farm computing, robotic and disk storage, database administration networking, equipment repair and maintenance, online system design and engineering support.  
In order to meet the needs of the experiments for computing resources and software, the CD uses several planning processes.

For the Run II experiments (CDF and DØ), there is an annual Directors review of computing. Preparation for that review requires that the computing management for the experiments document how the current systems are performing and meet the needs of the stakeholders. A fundamental driver for computing resources is the online data collection rate, and both experiments plan to increase this rate.  For both experiments, the computing needs exceeds the FNAL budget for Run II computing; thus the information for the review is also used as justification for international contributions to computing for the two experiments, as well as motivating and strengthening international collaboration on Grid computing projects in data handling, data movement, storage and job submission and management.  

Two other active experiments, MINOS and Sloan Digital Sky Survey (SDSS) also have planning processes in order to supply input to the computing division’s yearly budget.  These experiments rely to a large extent on general purpose resources.  In case of SDSS,   these resources include the general purpose farms for its most intense computing needs and the tape robot facilities for offline storage and backup. For specific needs of the SDSS, the FNAL CD also maintains two modest clusters, the Data Archive Server, which consists of a set of file servers, and the Catalog Archive Server machines, which stores a subset of the data in a database for collaboration and public distribution.  

Fermilab is the host lab for U.S. CMS, and the CD is hosting the U.S. CMS Software and Computing efforts within the U.S. LHC Research Program.  While the CMS department is leading the U.S. CMS efforts including hosting project management,  several departments of CD are also involved with the deployment of basic hardware components and system services, the integration of those facilities into a grid-enabled distributed computing infrastructure, and the development of the applications and database services that run in that environment. 

Fermilab provides computing resources to the CMS collaboration through the U.S. CMS Tier-1 computing center. CMS have been participating in Service Challenges which exercise the end-to-end system tests with simulated events being reconstructed at CERN and being distributed to the Tier-1 centers and then to Tier-2 centers for data analysis.  
The FNAL CD is working within the framework of the Open Science Grid (OSG) planning processes to providing resources through established interfaces on the grid.  Considerable progress was made during FY05 in implementing the CD’s FermiGrid strategy whereby all computing nodes become part of an internal Grid to permit sharing and load balancing and effective use of all resources. 

In support of the Fermilab Accelerator complex  CD completed the TeVatron BPM project.  This was a great success and the BPM instrumentation is now in use and providing valuable data on beam positioning. 
The CD manages 24,000 square feet of computer rooms in three separate buildings which house over 4,000 computers and related equipment including networking and 7 automated tape libraries. The laboratory’s scientific mission requires 7 x 24 operations. Physical infrastructure includes electrical power, air conditioning and fire protection. In the Feynman Computing Center we utilize UPS and generator power backup systems. These utilities are maintained by service contracts and are monitored and controlled via an automated system, Johnson Controls Metasys, with automated paging implemented. The result has been our ability to manage a coherent computing operation across three separate sites with minimal personnel.  Staff members are on-call at all times to respond to problems.

Computer room planning, including computer layouts and electrical distribution, are managed and documented in the computer-based Aperture CAD/database system. All change management is performed using this tool.

All computer rooms and utility areas are protected using security ID card readers for entry. We ensure that all computer rooms conform to applicable building codes and NFPA 75 for Information Technology Centers. This includes automated unlocking of all doors in a fire emergency. CD personnel and others are granted access to these rooms based upon need. Required reading of computer room work rules and hazard analyses are used to insure personnel safety. Our safety record this year surpassed xxxx hours worked without a restricted or lost time injury.

Trending and projection of computer growth is used to plan future facility needs. Increased effectiveness of the Fermilab Accelerator complex and a successful continued experiment program has led to an increased need for data analysis which translates into more and faster computers which require more space and higher density power and cooling. New computer rooms have been built in existing, unused buildings in order to meet this demand at lower cost. This year we are adding 1 ½ Megawatts and 330 tons of air conditioning just to get through the FY05 period. Engineering plans for additional infrastructure for FY06/07 is already in progress.
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The principal mechanism by which computing needs have been met is through the use of “farms” of computers—sets of identical PC’s all arranged to compute independently. The hardware procurement and management of these computers is tuned to take advantage of the savings that can be achieved through a carefully structured bid and acquisition process. In FY05 we convened a task force to make recommendations on how to procure computing systems in the most cost effective and reliable manner, taking into account all of the economic factors of purchasing, provisioning (power, space and cooling), commissioning, operating and using the systems.  The taskforce has almost completed its work and all FY06 purchases will use these new guidelines. 
The following graph shows the growth of Farm computing in the past year. 
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The laboratory's critical scientific data sets are maintained in the Feynman Computer Center.  There are now over 3.5 Petabytes (1015) of active data sets stored in automated tape libraries (ATLs) in seven tape silos.   

The management  goals of these critical data sets are to:  Steward the data securely,

provide good access for experimenters, and to operate efficiently.

Security: The ATL systems routinely monitor the retention qualities of the

archive.   Newly written files are sampled when written; moreover a random tape

is sampled each hour.    Accidental over-writing of data is prevented with a systematic program of physically activating  “write-protect”  tabs,  even in the ATLs.

Performance and efficiency: The automated tape systems were able to move

up to 25 TB of data per day in FY2004.   Disk caching systems were used in front of all the automated tape systems and routinely delivered data to users at high rates, peaking at 75 TB/day.
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Scientific Computing - Software Management 

The Fermilab CD works with Divisions, Sections and experiments to provide common tools, methods and standards for management and development of software used for physics, engineering and business applications. In addition, the CD provides direct support for Windows and Linux operating systems, and administers Fermilab-wide contracts for software licenses and maintenance.

Support of Physics & Engineering Software : Development and management of the software used for physics data acquisition and analysis is primarily the responsibility of the individual experiments. The CD works with the experiments to recommend and provide commons set of tools such as compilers, debuggers, code managers, performance tuners and libraries. It also works with the experiments to develop standards and best practices for software development methods, code testing and production release, and documentation. During the previous year, both of the two Run II experiments and the MINOS experiment released new versions of production analysis software while maintaining stable acquisition and analysis of production data.  
Support of Linux: The primary operating system for physics applications is Linux. The CD provides and maintains a locally-supported version of Linux which is built from open source and based on a popular commercially-supported distribution.  This version of Linux is used by a large fraction of the high energy physics community and is now supported jointly with CERN under the name of Scientific Linux. 
Scientific Linux at Fermilab includes an automatic update and configuration management system, the Yellowdog Update Manager (YUM). YUM automatically distributes Linux packages and updates from a central repository, including security updates. Important security updates are installed on most systems within two days of becoming available on the repository. 

Support of Windows:  Microsoft Windows is the primary operating system for administrative work at the Laboratory. There are over 3000 desktop and servers systems currently installed in the Fermilab Windows domain.

We continued to monitor and manage the sitewide Enterprise licensing agreement for Windows. 
The Laboratory also instituted a new central patch management and system configuration monitoring tool – SMS.  Almost all of the Fermilab windows desktops and laptops are now part of this SMS system and this aids enormously in applying patches and monitoring systems and the software installed on them. 
Software Contracts: CD centrally manages software support contracts for operating systems (Microsoft, Sun, Silicon Graphics) and common packages, such as compilers and debuggers (Kai), CAD engineering and design (IDEAS), and databases (Oracle). Costs of these centrally-administered contracts have been held steady or even reduced by aggressively turning off aging equipment, such as SGI servers, and by insisting on cost accountability from those owning the systems. 
Scientific Computing - Network Management 

The mission of Network Section is to provide all aspects of data communications support, including design, acquisition, installation, operation, maintenance & documentation of cabling plant, device infrastructure, and network services necessary to support the Laboratory's computer network facilities. Self-assessment of the Section’s network management efforts breaks down into analysis of five general areas of support that encompass the bulk of network support activities at the Laboratory:

Physical Infrastructure is the cabling plant and associated hardware that support data communications equipment.  The demands for physical infrastructure installation and modifications remain high and we continue to use an outside contractor in conjunction with our in-house team to satisfy the demands. 
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Operational support involves management of the network devices & services that comprise the functioning facility network.  In the past year, there was no disruption to core network switches outside of scheduled maintenance periods.  The absence of redundancy in core network devices did result in disruption during maintenance periods.  The 7x24 off-hours support coverage was provided within the published response time goals, with no coverage escalation beyond the primary & secondary on-call personnel required.  Monitoring of essential services employs a monitoring tool that checks for response of network services themselves, not just the connectivity of the network server and uses automated paging via HP OpenView in the event of problems. 
Network upgrade and planning is required to ensure that network capacity meets customer needs.  The architecture of the facility network is based on work group LANs, customizable to meet the specific needs of affinity groups, such as experiments or Laboratory Divisions.  Additional 10-gigabit ethernet backbone links were implemented Wireless network coverage was expanded by the deployment of several additional wireless access points.  

Offsite networking now relies heavily on the Fermilab provided link to Starlight.  Heavy use was made of this both for production traffic and service challenge testing for LHC experiments.  This network now has one 10 GB link and two 1 GB links, with plans to upgrade this shortly. 

The DOE provided ESNet link was frequently saturated and traffic was diverted to the Starlight link.  During FY05 Fermilab partnered with ANL and ESNet to propose a Chicago area Metropolitan network and this was partially funded in FY05 with the remainder to be funded in FY06 and put into operation early in FY06.  This was a great success after much concern about the state of the DOE supported network and much lobbying to get the situation fixed. 
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Network support of the Laboratory Computer Security Protection Plan (CSPP), and computer security in general, represents a major area of network management effort.  The automated scan blocker for the facility’s off-site network traffic was used heavily.  The registration process for network devices was improved and a workflow processing system (NIMI) was employed to assist with automating and tracking work processes involving the network. 
This year the Computer Security team has done an enormous amount of work in improving our scanning program, detection of anomalies program, issue tracking and risk assessments.  The entire team and many others have worked together to formulate a new computer security program for the lab to ensure an improved cyber security posture and to bring Fermilab in compliance with NIST standards and DOE requirements. 
SC2





SC1





Off-site OC12 link remains saturated








FNAL/CERN traffic rerouted to StarLight 10GE











Other high impact traffic rerouted to StarLight 1GE








SC3








Computing Division Self Assessment FY05 

7

[image: image1][image: image9.emf]GCC Usage Projection

0

500

1000

1500

2000

2500

3000

1Q05 2Q05 3Q05 4Q05 1Q06 2Q06 3Q06 4Q06 1Q07 2Q07 3Q07 4Q07 1Q08 2Q08 3Q08 4Q08 1Q09 2Q09 3Q09 4Q09 1Q10 2Q10 3Q10 4Q10

Calendar Year

KW

Power Capacity Cooling Capacity 4yr retire no retire

720

840

1560

1680

2400

2520

Room A

Rooms A+B

Rooms A+B+C

Retirement assumes reuse of all vacated power

Retire only after new systems installed for 3 months

10/7/2005

[image: image10.emf]FCC Projection (High availability Networks, File Servers, Databases 

& Disk)

0

500

1000

1500

2000

2500

FY05 FY06 FY07 FY08

KVA

Generator  Max Projected Total Bldg KVA

[image: image11.png]00

00
£ soom
mcor out

JulAug Sep Oct Now Dec Jan Feb Mar Apr Map Jun Jul ug  sep
W00 out I uschs out [0 5055 out [ MBCONE out [ PCQeD out [ ONSITE_OTHER out




[image: image12.png]


[image: image13.png]£y
Jan

Dec

a0

a0

puosas uad 5110




