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Data size and Storage assumptions

size
tape 

facto

r

tier 

disk 

facto

r

sizes raw event size 0.3 MB 1 0.001

raw/reprocessing size 0.5 MB 0.2 0.001

data DST size 0.125 MB 1.2 0.1

data TMB size 0.0125 MB 3 1

data rootuple size 0.01 MB 0 0

MC D0Gstar size 0.7 MB 0.1 0

MC D0Sim 0.3 MB 0 0

MC DST size 0.2 MB 0 0

MC TMB size 0.02 MB 2 0.5

PMCS MC size 0.02 MB 2 0.5

MC rootuple size 0.02 MB 0 0

Amber Boehnlein 2003



data samples (events)
1 day 1 year phase 1 phase 2

2 years 4 years

event rate 1.90E+06 6.94E+08 1.39E+09 8.33E+09

TAPE data accumulation (TB)
raw event 0.57 208.14 416.28 2497.65

raw/reprocessing 0.19 69.38 138.76 832.55

data DST 0.29 104.07 208.14 1248.83

data TMB 0.07 26.02 52.03 312.21

data rootuple 0.00 0.00 0.00 0.00

MC D0Gstar 0.13 48.57 97.13 582.79

MC D0Sim 0.00 0.00 0.00 0.00

MC DST 0.00 0.00 0.00 0.00

MC TMB 0.08 27.75 55.50 333.02

PMCS MC 0.08 27.75 55.50 333.02

MC rootuple 0.00 0.00 0.00 0.00

total storage (TB) 1 512 1,023 6,140

total storage (PB) 0.001 0.51 1.02 6.14

total storage (GB) 1,402 511,672 1,023,343 6,140,059

TIER DISK data accumulation (TB)
raw event 0.00 0.21 0.42 2.50

raw/reprocessing 0.00 0.35 0.69 4.16

data DST 0.02 8.67 17.34 104.07

data TMB 0.02 8.67 17.34 104.07

data rootuple 0.00 0.00 0.00 0.00

MC D0Gstar 0.00 0.00 0.00 0.00

MC D0Sim 0.00 0.00 0.00 0.00

MC DST 0.00 0.00 0.00 0.00

MC TMB 0.02 6.94 13.88 83.26

PMCS MC 0.02 6.94 13.88 83.26

MC rootuple 0.00 0.00 0.00 0.00

total storage (TB) 0 32 64 381

total storage (PB) 0.000 0.03 0.06 0.38

total storage (GB) 87 31,776 63,551 381,308



Farm Processing

75 CPU SpecI2000

70% 3GHz 960

10% 4GHz 1280

50% 6GHz 1920

3,000         9GHz 2880

25,000       14GHz 4480

20GHz 6400

Execution

Time No. Nodes Cost No. Nodes Cost No. Nodes Cost No. Nodes Cost

30 72 241,000       108 349,000       180 590,000       360 1,180,000 

75 180 590,000       271 888,000       452 1,481,000    903 2,959,000 

100 241 798,000       361 1,183,000    602 1,981,000    1204 3,962,000 

5143

12857

17143

Cost/node:

I/O Cost/100 nodes

Beginning of Run

500MHz CPUs at

FY05 Target Spending Fraction:

Average Rate:

Farm Efficiency:

Misc. Processing:

Reprocessing:

Total

Target

20%

FY03, 3GHz Nodes

30% 50%

FY04, 4GHz Nodes FY05, 6GHz Nodes

Farm processing capacity in Summer ’02 ~50Hz

D0mino backend

16 node, 1 GHz 

80 nodes, 2 GHz, summer ‘02



Infrastructure Costs 2003 2004 2005 2006 2007 Total

Databases:

DB Hosts, Sun, then Linux $60,000 $60,000 $25,000 $25,000 $25,000

non COTS disk and controllers $60,000 $20,000 $10,000 $10,000 $10,000

Mirrors $30,000 $15,000 $25,000 $15,000 $15,000

Software $50,000 $0 $50,000 $0 $50,000

DB totals $200,000 $95,000 $110,000 $50,000 $100,000 $555,000

Networking $80,000 $50,000 $100,000 $200,000 $400,000 $830,000

Build Machines $50,000 $50,000 $50,000 $50,000 $50,000 $250,000

Additional SAM servers $50,000 $50,000 $50,000 $50,000 $50,000 $250,000

Total, fixed cost $380,000 $245,000 $310,000 $350,000 $600,000 $1,885,000

Summary of infrastructure costs:



Rate assumptions

rates average event rate 22 Hz

raw data rate 22.5 MB/s

Geant MC rate 11 Hz

rate increase assumptions

rate factor 3

phase_1 2

phase_2 4

last year 2009

total years 6

down year 2005

Average rate assumes an accelerator and experiment

Duty factor applied to a peak rate of  50 Hz



Full Cost Estimate,  No I/O replacement

Extremely preliminary D0 C&S cost estimate
2002 2003 2004 2005 2006 2007 Total(2003-2007)

Fixed Infrastructure Costs $400,000 $380,000 $245,000 $310,000 $350,000 $600,000 $1,885,000

farm + analysis cpu $800,000 $640,000 $938,000 $1,531,000 $500,000 $500,000 $4,109,000

disk cache $0 $150,000 $100,000 $50,000 $150,000 $150,000 $600,000

robotic storage $400,000 $150,000 $0 $150,000 $150,000 $150,000 $600,000

tape drives $200,000 $600,000 $300,000 $300,000 $600,000 $600,000 $2,400,000

D0mino upgrade $150,000 $0 $0 $0

Backup facility $350,000

Sum $1,950,000 $2,270,000 $1,583,000 $2,341,000 $1,750,000 $2,000,000 $9,944,000



Update on D0 and CDF 
computing models

and experience
Amber Boehnlein

FNAL/CD 

For CDF and DO collaborations

June 27, 2003



Vital Statistics
Vital Statistics

CDF DO

Raw Data Size (kbytes/event) 205 230(160)

Reconstructed Data Size (kbytes/event) 180 200

Primary User data (kbytes/event) N/A 20

User Skims DST TMB

User Skims(kbytes/event) 25-180 20-40

Reconstruction Time (Gh-sec/event) 4 20

Monte Carlo Chain fast full Geant

Peak Data Rate(Hz) 75 50

Persistent format RootIO D0om/dspack



D0  Vital Statistics             2006  
D0 Vital Statistics

1997(projections) 2006

Peak (Average) Data Rate(Hz) 50(20) 100(35)

Events Collected 600M/year 1.5 B

Raw Data Size (kbytes/event) 250 250

Reconstructed Data Size (kbytes/event) 100 (5) 80

User format (kbytes/event) 1 40

Tape storage 280 TB/year 1.6 pb on tape

Tape Reads/writes (weekly) 30TB/7TB

Analysis/cache disk 7TB/year 220 TB 

Reconstruction Time (Ghz-sec/event) 2.00 50 (120)

Monte Carlo Chain full Geant full Geant

user analysis times (Ghz-sec/event) ? 1

user analysis weekly reads ? 3B events

Primary Reconstruction farm size (THz) 0.6 2.4 THz

Central Analysis farm size (GHz) 0.6 2.2 THz

Remote resources(GHz) ? ~ 2.5 THz(grid)



DO Analysis-2003

Enstore
Practically all
tape transfers occur
within 5 min

Intra-Station:
60% of cached files 
are delivered within
20 S

20 sec

5 min

60%

30%

D0 Analysis systems

Before adding 100 TB of Cache,  2/3 of transfers could be from tape.

User interface including batch 
submission –D0tools

CLUED0-managed by the users for 

the users

Clustered desktops with batch 
system and SAM station, local 

project disk

Developed expertise and 

knowledge base

Linux fileservers and worker nodes 

for analysis 

pioneered by CDF with 

FNAL/CD



Central Robotics

109987.6TBLTO

3780

380

219TB

30.7TB

STK

9940b

#tapesStoredLibrary

Data to tape, June 25, 2003 

Known data loss due to Robotics/
Enstore for DO—3 GB—Seriously.

1046104TB9940b

5521302TB9940a

#tapesStoredLibrary

20TB
At peak

CDF D0

CDF Drive usage



2004   D0  Production
� Offsite Monte Carlo generation from 1999 ! 

� In 2004   1M event/week   at 6 sites

� The reconstruction speed is a bottleneck.

� Offsite reconstruction from raw data was clearly going to be essential

� FNAL Farm scripts not transportable

� Develop centralized job submission for execution on the Grid
(Job and Information Monitoring (JIM)) <SAMGrid>

2.5M

First use of Job Submission/
Execution tools



Mar - Nov 2005   D0  Reprocessing

Six months development and preparation

� 1B events from raw – SAMGrid default – basically all off-site

� Massive task – largest HEP activity on the grid

� ~3500  1GHz  equivalents  for 6 months

� 200 TB 

� Largely used shared resources – LCG (and OSG)



2006   D0  Monte Carlo Production

Significantly increased production as ramp up SAMGrid usage

150M events in last 6 months

Up to 10M/week

20M on LCG via Nikhef

Full LCG interoperability now  being commissioned

150M since Oct150M since Oct

Up to 10M / weekUp to 10M / week



2006 Production “Fixing”

� December 2005-problem found with a hadronic
calorimeter correction

� Mobilized to “fix” 1.4 Billion events in six weeks 

� Increased interoperability

� Extensive use of OSG (CMS farm) (OSG with local SAMGrid
installation)

� Full LCG interoperability (without local SAMGrid)

� First use of OSG facilities without a local SAMGrid installation

� Improved data quality monitoring

� Finished early—Great advertisement for the Grid



2006   D0  Analysis

Evolution in data tiers

In 2004, common root data tier-

Common Analysis Format      

“CAF” Project begins

CAF commissioned in 2006          

use taking off

Working to understand use cases,

Next focus is analysis

User platform access (in M events)

Red is TMB access
Blue is CAF

Black is Physics group samples



D0  Analysis  2006

Events consumed by station since “the beginning of SAM time”



CDF   Publication History

Calendar Year



Computing at CDF:   setting the scaleComputing at CDF:   setting the scale

• Data rate from the detector:    200 Hz   increasing to          
over 300 Hz, corresponding to 40-60 MB/s

• reconstructed:  ~    5 x 109 events,   corresponding to a                
data volume     > 1.5 PetaBytes

• fully simulated  > 109  events

• ~ 600 physicists  doing analysis around the world 

Pierre Pierre SavardSavard HCP,        May  2006HCP,        May  2006



Data ReconstructionData Reconstruction
• Event size and processing time 
depend on                                     
type of trigger and inst. luminosity

• Output from detector divided into  
8 data ”streams”

• Output of production divided in over 
50 physics datasets

• Typical time to reconstruct one 
event: ~3 seconds (mostly tracking)

• Event rate ~200 Hz

• Need ~200 dual processors, ~1 THz

• Typical event size 150 kB



Data Processing GoalsData Processing Goals

• Pre-process part of the data to determine detector  
calibrations, alignment, beam positions

• Equivalent to processing 1.3 times the data

• Have delivered fully calibrated datasets 6 weeks 
after data taking

• Have achieved  25M events  per day                         
(we need ~ 5M to keep up with incoming data)

Pierre Pierre SavardSavard HCP,        May  2006HCP,        May  2006



Production Farm and Production Farm and NtuplesNtuples

• Main data representation for most CDF physicists is in 
the form of  Ntuples (2-3 main flavors) 

• Very large user-driven ntupling tasks put extra load 
on data handling and analysis systems:

• Serving needs of physics users is the hardest part of 
offline project

• We now also use the Production Farm to produce   
official ntuples. 

Pierre Pierre SavardSavard HCP,        May  2006HCP,        May  2006



CDF Analysis Farms (CAF)CDF Analysis Farms (CAF)

• Main analysis platform for the experiment 

• Contains the bulk of the CDF computing capacity

• Fermilab CAF  ~ 6 THz    (mainly analysis tasks)

• Remote CAFs ~ 2.5 THz (bulk of simulation tasks) 

• Usage much less predictable than data reconstruction 
on Production Farm.    Main tasks performed:

• Secondary, tertiary dataset production

• Ntuple production and analysis

• Simulation (at remote sites) very cpu-intensive

• CAFs are serving the users very well



Remote Analysis FarmsRemote Analysis Farms
• Fraction of CPUs used at various remote analysis facilities



Analysis Farms TasksAnalysis Farms Tasks

• Most CPUs used for

analysis at FNAL 

• Most CPUs used

for simulation 

at remote facilities



Analysis TasksAnalysis Tasks

• Time needed to unpack, 
read and do minimal analysis 
is < 0.05 sec/event

• User Analysis on 
production data average 
0.75 sec/event

• 20% of tasks require more 
than 1 sec (40% of full 
reconstruction)

• Tail of distribution 
involves track refitting, 
vertex finding/fitting 
(dominated by B group)

From 2004



Simulation Simulation 

• For a very active event  e.g. top:   7 secs on 2.5 GHz cpu

• It would take > 10 minutes/event to do the same with 
full GEANT

• A clever mix of GEANT and parameterized simulation has 
enabled us to produce > 109 events

• Dec04 to Aug05 

> 250M events produced in Canada,    > 200M at Fermilab

Pierre Pierre SavardSavard HCP,        May  2006HCP,        May  2006



Data Handling Data Handling 
Two main components:   dCache and  SAM

• dCache (joint project of Desy, FNAL):

•“Virtualizes” disk used for local cache

•Data on tape or distributed across local files servers

•Exact location hidden from user

• Used only dCache and data catalog for more than 2 years



Data Handling (Data Handling (dCachedCache))

• Data from dCache (average 10-25 TB a day) 



Data Handling (SAM)Data Handling (SAM)
• Files delivered by SAM at FERMILAB



Future ChallengesFuture Challenges
• Higher instantaneous luminosity

• Larger events, slower reconstruction,              
tracking  more difficult,  need more CPU per event

• Higher integrated luminosity and higher data taking rate

• Larger data samples

• Need more processing power

• Need more storage

• Migration of physicists to LHC experiments

• Human resources for operations  are shrinking 

• FY2010  Running  has been proposed



Challenge I: Higher Inst.LuminositiesChallenge I: Higher Inst.Luminosities



Challenge II: larger data samplesChallenge II: larger data samples



Total luminosity: 

~2.9 fb-1 delivered, ~2.4 fb-1 to tape

Dataset has doubled each of the last 4 years

2003      2007

Level 1 trigger:   12KHz  ⇒ 35KHz

Level 2 trigger:   300Hz   ⇒ 800Hz

Level 3 trigger:   24MB/s  ⇒ 100MB/s

CDF 



Future  Operation

Still large 
factors to be 
gained over 
the next few 
years

+ FY 2010  ?





CDF   Resources available

77102147Students

5373101Post Doc’s

236297392Total US + NonUS

109135170Non US FTE

127162222US FTE

20092008CY 2007

Collaboration members available in units of FTE

� ~25% more FTE in CY07 than estimated in 2005

It takes ~100 FTE to Run CDF



CDF  Datasets      5/07

period #

run range

dates

#events/lumi

integrated lumi



Highest initial lum
2.92 x1032, 
Store 5245,

February 25, 2007
25 hours Delivered

2923.3 nb-1

To “tape”

2391.7 nb-1

Luminosity



Luminosity Projections with Updated Model Scenarios
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Integrated  Luminosity







Computing Time  vs Luminosity          



















Useful   Info

Proposals / Plans  &  PO      2004 – 2007

general rule, 
any system greater than 3 years old is no longer under warranty 

Age and warranty status can mostly be determined from 
http://appora.fnal.gov/equipdb/equipDetails.html



Future ChallengesFuture Challenges
• Higher instantaneous luminosity

• Larger events, slower reconstruction,              
tracking  more difficult, need more CPU per event

• Higher integrated luminosity and higher data taking rate

• Larger data samples

• Need more processing power

• Need more storage

• Migration of physicists to LHC experiments

• Human resources for operations  are shrinking 

• FY2010  Running  has been proposed


