Gratia: Process Accounting Requirements – Draft

Overview

Since the early 1990’s the Computing Division has  installed and operated computing farms consisting of large collections of processors to execute compute intensive reconstruction programs. Usage (process) of these systems has been reported using locally written software for collecting process accounting usage data on a daily basis and  creating text-based reports and email that summarize this data by user and group.  
Starting in 2000, these text-based reports were imported into a database that was then used for creating a suite of web-based reports and charts.  This method, which included manual steps, became difficult to maintain. Also, the system did not scale well as the numbers of processors has grown rapidly from a few hundred to now a few thousand. Since the Gratia project provided an architecture that enables collecting job usage data for large grid-based systems, this same architecture has been implemented to collect process accounting data for large Fermi systems.
Do we need to collect both process usage and job usage data for these systems? The answer is likely yes because job usage data does not account for all usage on any system, but only that collected and reported by the batch job scheduling systems such as Condor, LSF, etc. Both legitimate and malicious overhead processes could utilize significant cpu or other resources unbeknownst to the batch scheduler and therefore go unnoticed if only job accounting data is collected.
Current Status 

Process accounting data has been collected for over 1 year using a system built with the software and db schemas developed for the Gratia project, an OSG activity. Summary data is created daily per userid per node for many of our farm systems and stored in a MySQL db. There are currently 5.5M records in the main summary table. Process cpu user and system time are the principal metrics collected and several reports are available on the web using the reporting framework developed for Gratia.

Following is a list by site of the number of nodes that recorded process accounting data  in January, 2008:


Nodes 


Reporting

FNAL_CDFOSG_1
119

FNAL_CDFOSG_2
408

FNAL_DZEROOSG_1
480

FNAL_DZEROOSG_2
302

FNAL_FERMIGRID
1

FNAL_FERMIGRID_6
4

FNAL_FERMIGRID_TEST
2

FNAL_GPFARM
215

FNAL_GPFARM_TEST
5

Generic Site
158

USCMS-FNAL-WC1-CE
38 

Goals
To ensure that the current plans for collecting and reporting process accounting data meets Computing Division needs and to develop a baseline requirements draft  for this as part of the Gratia project, the following people were interviewed:


Eileen Berman 

Jason Allen 

Rick Snider

Amitoj Singh

Mark Leininger

Keith Chadwick

Qizhong Li

Ideas offered (with the exception of real-time monitoring) during these discussions were not constrained by the granularity of the process accounting data currently collected (daily summaries by user and node) and the schema defined in Gratia nor by the current small suite of reports that are currently provided. Therefore, ideas provided herein may or may not fit well within the scope and resources practical for this project. 
Five major roles for the use of process accounting data were discussed:

1. Computer Security Forensics

2. Capacity Planning

3. Post Mortem Performance Analysis

4. Reporting and Presentation

5. Job Accounting Validation and Troubleshooting

Note:  For the following sections, please refer to the Status Markup Codes table at end of this document for description of these codes..
1.  Computer Security Forensics

To enable detection of illegal or malicious activities using Fermilab computing systems, analysis of process accounting data may be required. This would generally require access to detailed process-level data. The following metrics and/or features are important:
· Process-level granularity output from pacct for the last week or two (not in centralized db).   1
· ~30 minute summarized granularity permanent history could also be useful.  4
· Cpu, memory, i/o , last executable command, user and nodename information (not in centralized db).   1
· Must ensure data integrity/validity (foolproof from tampering).  3
· Ad-hoc analyses, db queries and reporting for computer security analysts.  4
· Must ensure that gratia and computer security activities do not interfere with each other.  2
· Asset management.  4
· Gratia must ensure no intrusion methods are propagated when being installed.  1
2.  Capacity Planning

Planning and projections for system expansion depends on methods such as actually measuring physics code execution times, projecting future dataset sizes and  considering user reaction to turnaround times. To complement and validate these methods, analysis of process accounting data can also be used. The following outlines the metrics and features required for this purpose:
· Analyses should facilitate mid-term (6-18 month horizon) system planning processes.  2
· Daily level granularity and greater.  1 

· Reports (weekly and monthly summaries) should provide views such as % usage of total cpu capacity of system (absolute and SpecINT2000K cpu units).  1 

· Metrics needed are: System time,  user time, user, group and cpu  info, ratio of cpu/batch slots/.  1+ 

· Other metrics such as storage, i/o, network time would be helpful.  3
· History should be available for easily reporting last 12-24 months with  reporting of all history possible.  1
· Management/executive level views, e.g. numbers and types of processors in system, multi-year growth patterns, etc.  2
3.  Post-mortem Performance Analysis

The Gratia architecture is not designed to provide a framework for system monitoring since it collects data only when processes (and jobs) have completed. Thus state analysis such as how many jobs or processes are running at a particular time are not feasible. However, some benefits in using gratia to provide historical views of detailed process data for recent history would be helpful. Below are some of the metrics and features would meet this objective: 

· Process-level (not summarized) granularity for last 7-14 days (centralized db).  4
· Variety of metrics including  4
· End time

· wall duration cpu time, i/o time

· last command executed

· memory at end of process

· Data reported by user and group.  1
· Daily summaries by user/group and node.  1
· I/O time important metric to understand usage.   3
4.  Reporting and Presentation

There should be a set of predefined reports that provide up-to-date views of any of the key usage metrics itemized above on all large Fermilab computing farms. In addition, it should be possible to easily extract, on an as needed basis, data subsets for further analysis or report generation. The following features are needed for this:
· Concise high level views with ability to drill into detail when of interest.  2
· Ad hoc query/analysis functionality, easy export to common formats such as csv/Excel, pdf, doc, etc.  1
· Cpu, user and system (i.e. FNAL_CDFOSG_1) views.  1
· Historical (executive level)  reporting over many year (5-10) periods.  2
· Conditional weekly/monthly reports sent when certain criteria (e.g. utilization falls below 20%) are met.  2
5.  Job Accounting Validation & Troubleshooting 

To ensure that batch systems are accurately reporting resource utilization as well as to discover system inefficiencies that introduce significant overheads or impede job throughput, we can compare process accounting with job accounting data. Large variances may indicate problems that require further analysis and/or investigation.
Operational Parameters – Open Issues
· Data Retention

· How long should per day information be kept?
· How long should per week and/or month information be kept?
· If the above number is not "infinite", what higher level of granularly, if any, should be kept?
· Should the longer term summary be even more summarized (e.g. per Farm per year)?
· Import old process accounting summary data?  4
· Point of contact?
· Uptime requirements?
· Should repository for ad hoc analysis/query be separated from collection db(s)?
Notes from February 26, 2008 Briefing

· Process accounting data can only report how much cpu is used.  It does not provide i/o wait time data  and hence we can not distinguish between really idle cpu and i/o wait.

· Current reports use SpecINT2000 processor ratings to normalize cpu utilization. This number is representative (within 30-50%) of performance expected for our physics codes.
· Security might be interested in a list of non-root executables as long as it is uploaded before it could have been compromised.
· Who uses this information? Does anybody use the information to tune the farm utilization (to detect under-used farms, i/o bound conditions, etc.)?
Miscellaneous Notes:     LQCD is already collecting process level data in MySQL db since August, 2007. 327 GB of raw data collected and db size currently 93GB on 31-Jan-2008.

CDF and D0 use code (reconstruction phase) execution time measurements for their capacity planning. 

CDF scales their analysis capacity requirements based on data set projections and on previously well running analysis fraction of total capacity utilization.
Status Markup Codes:


	Status Code
	Scope/status

	1
	Currently implemented

	2
	Easy to add

	3
	In current scope but significant work needed

	4
	Out of scope


	
	Table 1. Requirements/Requests Status

	
	Note: The ordering in this list does not in any way imply the importance or priority of the requested or completed items.

	
	

	Status
	Description

	Currently (or partially)  implemented
	

	
	Process-level granularity output from pacct for the last week or two (not in centralized db).

	
	Cpu, memory, i/o , last executable command, user and nodename information (not in centralized db).

	
	Gratia must ensure no intrusion methods are propagated when being installed.

	
	Daily level granularity and greater.

	
	Reports (weekly and monthly summaries) should provide views such as % usage of total cpu capacity of system (absolute and normalized cpu).

	
	History should be available for easily reporting last 12-24 months with  reporting of all history possible.

	
	Data reported by user and group.

	
	Daily summaries by user/group and node.

	
	Ad hoc query/analysis functionality, easy export to common formats such as csv/Excel, pdf, doc, etc.

	
	Cpu, user and system (i.e. FNAL_CDFOSG_1) views.

	
	Metrics needed are: System time,  user time, user, group and cpu  info. (partially implemented)

	Easy to add
	

	
	Analyses should facilitate mid-term (6-18 month horizon) system planning processes.

	
	Management/executive level views, e.g. numbers and types of processors in system, multi-year growth patterns, etc.

	
	Concise high level views with ability to drill into detail when of interest.

	
	Historical (executive level)  reporting over many year (5-10) periods.

	
	Conditional weekly/monthly reports sent when certain criteria (e.g. utilization falls below 20%) are met.

	In current scope but significant work needed
	

	
	Must ensure data integrity/validity (foolproof from tampering).

	
	Must ensure that gratia and computer security activities do not interfere with each other.

	
	Other metrics such as storage, i/o, network time would be helpful.

	
	I/O time important metric to understand usage.

	
	Job Accounting Validation and Troubleshooting .

	Out of scope
	

	
	~30 minute summarized granularity permanent history could also be useful.

	
	Ad-hoc analyses, db queries and reporting for computer security analysts.

	
	Asset management.

	
	Process-level (not summarized) granularity for last 7-14 days (centralized db).

	
	Variety of metrics including, end time, wall duration, cpu time, i/o time, last command executed and memory at end of process.

	
	Import old process accounting summary data.


