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1 Introductiontc  \f D  \l 1 "1
Introduction"
1.1 Purpose of this documenttc  \f D  \l 2 "1.1
Purpose of this document"
This document describes the design for the deployment of Centrify DirectControl at Fermi National Accelerator Lab. All future references for Fermi National Accelerator Lab will be listed as FERMI. The intended audience of this document is the FERMI design team, Fermi management, and the FERMI CIO. This document marks the end of the design phase. 

1.2 Success Criteriatc  \f D  \l 2 "1.2
Success Criteria"
* Centralized Management and Authentication
* Reduce Administrative overhead
* Enforce DOE Security Policies
1.3 Definitions, Abbreviations, Acronymstc  \f D  \l 2 "1.3
Definitions, Abbreviations, Acronyms"
AD

Active Directory

DIT
Directory Information Tree

DNS
Domain Name System

DOE       Department of Energy

GID
Group Identifier

IIS
Internet Information Server

LDAP
Lightweight Directory Access Protocol

OU
Organizational Unit

SMS
Systems Management Server

SOX
Sarbanes-Oxley

SSH
Secure Shell

UID
User Identifier 

UNIX
Operating environment. This term includes Unix, Linux, 
             and Mac OS

UNIX Profile
The credentials a user requires to login to a unix                                                                            machine. This includes username, UID, GID, home directory, and shell.

Zone
Group-based administrative control of computer access.
1.4 Visible Dependencies tc  \f D  \l 2 "1.4
Visible Dependencies"
During the discussion and data collection portion of the design process there were a few operational dependencies that existed within the environment. However, those dependencies will not impact the first portion of this design which is specifically intended to integrate Mac Workstations and Laptops into Centrify DirectControl.
There are some design dependencies that exist for Phase 2 of the project and they have been listed below. Only brief overviews have been provided to act as a placeholder for the eventual UNIX migration design for Phase 2 of the project. These dependencies apply only to the Unix based systems:

· NIS Domains

· BlueArc Filers
· MIT Kerberos
1.5 Referencestc  \f D  \l 2 "1.5
References"
* 
Centrify DirectControl Administrator's Guide. 

*  Centrify DirectControl Administrators Guide for Mac OSX.

* 
Centrify DirectControl Group Policy Guide.
*  Centrify DirectControl Best Practices.

*
Centrify DirectControl Planning and Deployment Guide.
*   Centrify NIS Whitepaper.

1.6 Platformstc  \f D  \l 2 "1.6
Platforms"
* Phase 1: – Mac OSX 5.8

* Phase 2: - Solaris 7, 8, 9, and 10
* “Scientific Linux”
1.7 Acknowledgments and thankstc  \f D  \l 2 "1.7
Acknowledgments and thanks"
This project would not have been possible without the hard work and contributions of many talented individuals. Special thanks to:
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	Kirk Skaar
	 MAC Admin

	Greg Brown
	 BD Representative

	Ben Segbawu
	 MAC Project Lead


2 Architecturetc  \f D  \l 1 "2
Architecture"
2.1 Overviewtc  \f D  \l 2 "2.1
Overview"
FERMI is initially deploying Centrify DirectControl 4.0 to approximately 200 Mac OSX workstations to gain administrative efficiencies, ensure any SOX compliance issues are addressed, and to enhance auditing capabilities. The hosts will be integrated with FERMI Active Directory Services and Kerberos for authentication and authorization purposes.

The FERMI network environment is generally suitable for the MAC specific implementation of Centrify DirectControl, without requiring any substantial changes to the FERMI Active Directory architecture or existing infrastructure. 
The DNS environment is based on specific DNS servers throughout the infrastructure which are Unix based. 
DirectControl 4.0 and Centrify’s build of OpenSSH is not intended for distribution due to the already implemented Kerberos authentication process and the specific MIT Kerberos platform. The MAC machines already utilize this technology for authentication.
The selected Zone Design was based specifically on the integration of the Mac OSX environment within Fermi. Centrify Professional Services continues to leverage well-documented best practices for this design. 

2.2 Logical Network Architecturetc  \f D  \l 2 "2.2
Logical Network Architecture"
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UNIX based DNS
Core technology for managing users,                                                             computers, and other resources. 

NTP Server


Core technology for managing time.

Mac Workstation/Laptop (workstation or laptop) joined to Active
                                         Directory.

2.3 Description of network architecturetc  \f D  \l 2 "2.3
Description of network architecture"
The illustration shows the network post-state deployment of DirectControl.
Active Directory Domain Controller. There are existing Domain Controllers deployed and associated with each primary site at FERMI.

DNS servers. Windows Domain Controllers for fermi.win.fnal.gov are integrated with Active Directory, however initial DNS is handled by UNIX DNS Servers.

UNIX computers. These represent a variety of Unix based machines like RHEL, Mac, and Solaris.

NTP Servers. Time synchronization with strata routers will be the standard time service across the enterprise. 

2.4 Active Directory Architecturetc  \f D  \l 2 "2.4
Active Directory Architecture"
There is a single in-scope forest at FERMI, and the in scope child domain is fermi.win.fnal.gov which will be the primary focus of this implementation. This forest is running windows 2003 R2.
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Figure 2‑1 Forest Structure 
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Figure 2‑2  ‘fermi.win.fnal.gov’ OU structure
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Figure 2‑3 Sample OU structure

Computers
Stored in multiple OUs in Computer and Servers

Users

Stored in multiple OUs under the Administration and
                     Users OUs 

Groups
         Stored in multiple OUs under the Administration and
                      Users OUs

2.5 DNStc  \f D  \l 2 "2.5
DNS"
FERMI uses the DNS services that are integrated with Active Directory. All in-scope MAC machines use the DNS Servers for name resolution. 
FERMI primarily runs a flat level infrastructure with some unique isolated environments. These unique environments are specifically set up with varying subnets for access restrictions and resource controls.
2.6 Networking

The Fermi infrastructure is utilizing workstation based network OS level firewalls with external border routers having specific port/data filtering in place. 
2.7 Perl

DirectControl requires Perl 5.8 for processing of group policies. If Perl 5.8 is not installed on a UNIX host then either the version of Perl must be upgraded or installed in an alternate path. This process is documented in Centrify’s Knowledgebase KB-0771.
2.8 Authentication Providers

The FERMI infrastructure has two known additional authentication or authorization services currently in use on the in-scope Mac machines which are using local authorization and for remote access they are using Kerberos authentication. The UNIX environment is running a Kerberos authentication process for access to UNIX resources including the NIS Domain. There is no visible passwd/group file replication in place.
2.9  FTP servers

All FTP servers are protected through the Certificate/Kerberos authentication method as well. 
2.10  Kerberos 
The FERMI environment currently utilizes MIT Kerberos for user authentication and access authority. 
2.11  Database Servers

FERMI currently employs several database servers and clustered environments, they are out of scope for the migration of Mac machines for this design engagement.
2.12  SSH, Telnet, R-protocols

The FERMI Mac OSX population utilizes the Kerberized version of OpenSSH and employs Perl 5.8 which will allow Group Policy integration for Mac machines. 
 Active Directory designtc  \f D  \l 2 "2.6
Active Directory design"
Below is the new design to support the integration of UNIX machines. The UNIX OU is placed as high in the domain as possible
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     The UNIX OU “ou=unix” will be created as a high-level OU. One option has been to place the OU UNIX below a high-level OU [example CENTRIFY OU as the high level OU and UNIX as a sub-level OU]. Then, filtering Group Policy Inheritance so that it only applies the default domain policy. This sort of placement would also protect the Mac environment from getting policies not intended for Mac computers, or after Phase 2 UNIX hosts; thereby protecting them from any unintentional impacts generated by the implementation of a group policy. 
Figure 2‑4 Active Directory Design

This is a simple overview of the UNIX OU creation and the migration points for the unix hosts ‘ou=computers,ou=unix’.
Computers

OU for Unix computers. Sub-OUs can be created below this OU for application of computer group policy.

Groups


OU for all Unix specific groups

SVCACCTS
         OU for Unix based service accounts. 

Zones


Organizational unit for storing Centrify application-specific data. See the next illustration for further details.
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Figure 2‑5 Zones and AD
Based upon the way FERMI does administration, it is recommended that all zones be below the UNIX Organizational Unit.(In the diagram above an optional high level OU is listed) Administration for the in-scope MAC machines are performed centrally and the majority of the Mac machines are physically located at the Chicago facility. 
 It is strongly recommended that the UNIX profiles, Zone data, licenses, and other associated application-specific data be stored in the recommended location where the zones are defined (cn=zones,ou=unix). Licenses should be stored in "Program Data - Centrify" path. This will allow for rapid deployment, reduce operational complexity, and ensure full version compatibility for future releases.

2.13  Active Directory Sites and Servicestc  \f D  \l 2 "2.7
Active Directory Sites and Services"
There are multiple sites defined geographically by name but are not actually defined by operational sites. The operational structure remains flat in nature.

2.14  Recommended Active Directory Security Groupstc  \f D  \l 2 "2.8
Recommended Active Directory Security Groups"
Traditionally, Centrify Professional Services recommends the creation of separate security groups named “Zone Administrators”,  “Fullfillment”, and “JoinOperators” including the delegated ability to create UNIX profiles in existing Zones for existing Active Directory User and Group objects. The FERMI Project Integration team will review the recommended security groups with the current Active Directory team to ensure this is the most practical and effective approach for FERMI.
ZoneAdmin. Members of this Active Directory security group can create new Zones, delegate permissions on existing Zones, and delete Zones. Without this Active Directory Group, only Active Directory Administrators and Enterprise Administrators would be able to create new Zones. 
This group requires the following permissions on “ou=Zones,ou=UNIX”. These permissions must be set using ADSI Edit.

On the “Object” tab:

Create Container Objects (This object and all child objects)

Delete Container Objects (This object and all child objects)

On the “properties” tab:

Read All Properties (this object only)

Write displayName (This object and all child objects)
Fulfillment. Members of this Active Directory security group can create, modify, and delete UNIX profiles for Active Directory Users and Groups. This group may have nested group membership with existing UNIX fulfillment teams. 
It is recommended that during the initial user and group migration from UNIX to Active Directory, the membership of Fulfillment will be temporarily expanded. This will be to allow members of the project team to use the DirectControl Console Import Wizard to migrate large numbers of UNIX profiles for users and groups.

This requires a member of ZoneAdmin to use the DirectControl Console to delegate the following permissions on a per-Zone basis:

Add or remove users

Add or remove groups

Modify users

Modify groups

Centrify_JoinOperators. Members of this Active Directory security group can join computers to Zones, and remove computers from Zones. This group will be created in preparation for deployment.
For additional details, see the Centrify DirectControl Planning and Deployment Guide, pages 75-79 or section “Setting rights to join or leave the domain”.
This group requires the following permissions on "ou=computers,ou=unix":

· Create Computer Objects

· Delete Computer Objects

On Computer Objects:

· Reset password

· Change password

Allow for Computer Properties:

· Write info

· Write DNS Hostname attributes

· Write DNS Hostname

· Write ServicePrincipalName

· Write Operating System Version

· Write Operating System

· Write userPrincipalName

Additionally, members of the Domain Administrators or Enterprise Administrators group will need to delegate permissions to join computers to the Zone for this Active Directory security group. This requires use of the DirectControl Delegation Wizard to delegate the following permissions on a per-Zone basis:

· Join Computers

· Remove Computers
2.15   Existing Standardstc  \f D  \l 2 "2.9
Existing Standards"
2.15.1 Fermi User Provisioning Standardstc  \f D  \l 3 "2.9.1
Active Directory User Provisioning Standards"
The current New User provisioning involves a combination of PeopleSoft, CNAS, Intranet Form and Email authorization.

 Once the Mac machines have been joined to a Centrify Zone some administrative functionality will exist from the DirectControl Console, but further automation of the user provisioning and deletion process is out of scope at this phase. 
In the FERMI environment user and group administration will be enabled from Active Directory or through the Centrify DirectControl Console.
2.15.2 UNIX User Provisioning Standardstc  \f D  \l 3 "2.9.2
UNIX User Provisioning Standards"
Only MAC machines and MAC users and groups are in scope of this design document. However, due to interest from within the group some information will be provided to assist in testing the eventual UNIX user/group/host integration model.
2.15.3 Host naming standardstc  \f D  \l 3 "2.9.3
Host naming standards"
This design document is only addressing the migration of Mac Workstations and Laptops into Centrify Zones and Active Directory Services. The Mac machines do not have a standardized naming convention.
2.15.4 Software Distributiontc  \f D  \l 3 "2.9.4
Software Distribution"
The FERMI Project Integration plans on utilizing Apple Remote Desktop/SMS for future software distribution once they have joined the Centrify Zone. The UNIX environment currently utilizes YUM.
2.15.5 UNIX Patch standards

For the UNIX/Mac patching environment there is an effort to standardize a 7 to 10 day turnaround before deploying/pushing. 
2.15.6 UNIX Reboot Frequencytc  \f D  \l 3 "2.9.5
UNIX Reboot Frequency"
This project deals specifically with users workstations and laptops so the reboot frequency is on an as needed basis and fully under the operators control. In the UNIX environment if a security patch is integrated the server will typically be restarted at that time. For other types of patches it is only if the patch states it is a requirement. 
3 Zone Architecturetc  \f D  \l 1 "3
Zone Architecture"
3.1 Zones Overviewtc  \f D  \l 2 "3.1
Zones Overview"
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This is the structure in Active Directory under “ou=unix” by default.   

Zones:  Container stored under ou=unix.

Zone Name:  Name of the Zone, for example "ZONE-ONE".

Computers:  Contains the UNIX profiles of all computers in the Zone.  These profiles are stored as ServiceConnectionPoint s with "managed by" links to the UNIX hosts or servers.

Groups:  Contains the UNIX profiles of all groups in the Zone.  These profiles are stored as ServiceConnectionPoint s with "managed by" links to the Active Directory Groups.

Users:  Contains the UNIX profiles of all users in the Zone.  These profiles are stored as ServiceConnectionPoint s with "managed by" links to the Active Directory Users.

Computer.scp: This is an example of a ServiceConnectionPoint  (SCP) associated with a computer.  The SCP stores the UNIX attributes associated with this computer in this Zone.

Group.scp: This is an example of an SCP associated with a group.  The SCP stores the UNIX attributes associated with this group in this Zone.

This illustration shows that each computer's UNIX profile - a ServiceConnectionPoint object in Active Directory - maintains a link to the User or Group object under the Users Application container.

Since the UNIX attributes are stored with the ServiceConnectionPoint object in a zone, a single user object in AD may have different UNIX attributes in different Zones.  The same is true for groups.  A computer can only be joined to a single zone at a time and, therefore, a single ServiceConnectionPoint.

For more information about Zones, refer to the Centrify DirectControl Administrator's Guide , "Understanding Centrify DirectControl Zones" and "Using the Centrify DirectControl Setup Wizard".  This can be found in the AdminGuide.pdf file on the Centrify product distribution CD.

3.2 Design Goalstc  \f D  \l 2 "3.2
Design Goals"
There were three primary design goals established for this project which will be accomplished at varying levels as the project progresses through future phases that have not been fully defined or discussed by the FERMI Team:

1. To have a centralized management and administration path for Mac machines, users, and groups. 
2. To reduce administrative overhead.

3. To enforce Department of Energy Security Policies across the Mac realm. 
3.3 Underlying Design Principlestc  \f D  \l 2 "3.3
Underlying Design Principles"
There are two key design principles for traditional Zone design - determining existing UNIX populations, and the Pareto principle.

Determining existing UNIX populations. It is possible to determine existing UNIX populations based on a set of UNIX /etc/passwd & /etc/group files. There are 42 relevant attribute cases  for identifying existing UNIX user populations across a broad number of UNIX computers. These 42 attribute cases are based on using the 7 attributes in the /etc/passwd files as primary keys for matching users across multiple hosts.

For example, case 13 = "username + UID + GID + home + shell" to identify distinct users. Consider the following two /etc/passwd entries from two different UNIX hosts, 'dbserv' and 'finserv':

('dbserv'): 
plama:x:10022:10:PALMA LAMA:/home/plama:/bin/sh

('finserv'): 
plama:x:10022:10:PALMA LAMA:/export/home/plama:/bin/sh

As model 13 does not consider home directory location, this would be considered to be a single distinct UNIX user. During the migration process, Palma's home directory would need to be moved to a single location (if these two machines were in the same Zone). However, if Plama's UID has been '12345' on 'finserv', these would not be considered the same distinct UNIX user for purposes of Zone design (under case 13).

While this design principle appears simple, it is difficult to manually apply across a typical UNIX user population of several hundred to several thousand users.

The Pareto Principle. Vilfredo Pareto developed the "80/20" rule, also known as the principle of factor sparsity. Centrify Professional Services has found that when 80% of the distinct UNIX user population is in common between two hosts, it is appropriate to create a new Zone. Computers are also grouped into Zones when 80% of the UNIX user population is common across a single Zone and a given computer.

For example:

host1 has 10 users, and host2 has 10 users, 8 of which are on host1

Therefore, zone1 has 12 users

host3 has 10 users:  6 had accounts on host 1, 4 had accounts on host 2

Therefore, Zone1 has 13 users

3.4 Application of goals and principles to FERMI datatc  \f D  \l 2 "3.4
Application of goals and principles to <customer> data"
Centrify Professional Services has created a utility, the 'Zone Design Tool', which implements the two key design principles automatically. This tool is only available through Centrify Professional Services currently and is not part of the shipping product. An iterative design approach was applied to implement FERMI design goals based on Centrify's best practices. Since the FERMI team has decided to limit this first project to only MAC machines the Zone Design Tool and analysis of Group – Password – LDAP – and, or – NIS Domain data was not necessary. 
3.5 Model 1tc  \f D  \l 2 "3.5
Model 1"
This design is a simple approach to quickly implement the goals you are trying to achieve within FERMI. This process involves creating a MAC OSX zone and joining all of the Mac laptops/workstations to this zone. 
3.5.1 Model 1 results
With this model you integrate quickly and with minimal configuration within the zones. This involves first setting up the zone structure, security groups, and delegation within the zone and loading the client on each Mac machine. Once this occurs you begin the migration process of the Mac machines into the zone by running the adjoin command. After the machines have populated the zone, associate the correlating MAC Machine Groups. If they need to be created then add the users as needed. 
3.6 Model 2tc  \f D  \l 2 "3.7
Model 3"
Model 2 is actually based on implementing separate zones for FERMI to potentially migrate their infrastructure at a future phased-in date and completion of built-in project milestones along the way.

3.6.1 Model 2 resultstc  \f D  \l 3 "3.7.1
Model 3 results"
Under this model, there are three specific zones that house critical organizational functionality. Beam Division, Business Services Division, and General Operations Division. Each of these divisions would be set up as specific Zones within Centrify DirectControl. This design would be based on a functionality only model with the intent of carrying a lot of the current functionality back to a more standardized and centralized access control process allowing for industry audit and compliance certifications. 
Centrify Professional Services recommends the following design strategy for balancing the goals of security, policy adherence and ease of administration after successful completion of the Mac machine migration:

1. Creation and population of a “Universal” Zone. Centrify Professional Services recommends the creation of a unified UNIX user and group namespace for all UNIX users and Groups at FERMI. There are more than 2000 distinct UNIX users distributed across approximately 4000 servers. Centrify DirectControl Zone Generator automates the task of propagating zone user and zone group identities across multiple zones. A DirectControl Administrator can use Zone Generator to enable identical user and group identities across multiple zones instead of doing it by hand through the DirectControl Administrator Console. An administrator can also use Zone Generator to populate a new zone by assembling and filtering users and groups that exist in other zones. 
This is a sample ZoneGen xml code:

<zone path=”fermi.win.fnal.gov/NonWindowsHosts/Zones/Zone1”>

<inzone path=” fermi.win.fnal.gov/NonWindowsHosts/Zones/Universal”

<groupfilter=
” fermi.win.fnal.gov /NonWindowsHosts/Groups/CentrifyZoneGroups/Zonegen_Zone1_groups”/>

This sample code creates the zone Zone1 and copies groups and users from the universal zone based upon the group Zonegen_Zone1_groups which contains the Unix groups imported from the unix group file. The AD users are added to the groups in AD so they are automatically pulled into this zone based upon group membership.
2. Creation of corresponding Active Directory groups. A single Active Directory Group object should be created for each Zone that is created. This will support existing tools and workflows and allow simplified administrative management of the DirectControl environment at FERMI.

3. Specific groups that are associated with Zones will represent granting and authorizing access to the associated UNIX server(s) within each Zone.

4. Use of ZoneGen for automated provisioning. Centrify ZoneGen is a standard, supported, enterprise-class automated provisioning solution for managing UNIX profiles for users and groups in Zones. ZoneGen will leverage Active Directory Groups to copy profiles from the “Universal” zone to managed zones (each zone will have an associated Active Directory Group object).

5. The user provisioning process where FERMI personnel request UNIX access should result in the creation of a distinct UNIX profile in the “Universal” Zone. Functionally, all requests could review the “Universal” Zone before creating a UNIX profile (thereby preventing duplication).

6. Establishing a common UID/GID process is important for all UNIX profiles. Centrify Professional Services recommends mapping out the standardized default UID/GID ranges as the UID ranges will populate across zones in a sequential manner.
3.7 Selected Modeltc  \f D  \l 2 "3.8
 Selected Model"
The project team for the initial deployment of DirectControl in the FERMI Mac will initially deploy model one, for the Zoning of their existing Mac workstations and laptops. The three primary design goals established for the Mac workstation and laptop phase are dealt with in the initial design. However, there are other considerations that will be addressed if and when FERMI considers implementing Model 2 at a later time:
A seamless transition of account management from the NIS Domain Servers. 
“The specific migration from NIS Servers is covered in great detail in the DirectControl Admin Guide in Ch6 pg 99” After the UNIX user profiles have been imported and associated with the proper groups then all authentication for the FERMI users will occur through Active Directory services with DirectControl, Kerberos, and PAM.       
Establish a baseline to support a future single sign-on infrastructure. Under this model, a user should be granted access to a group of computers based upon application usage. A user must have a unique Unix profile in a zone. 

Model two enforces the existing policies and procedures that the FERMI team is moving towards. Users will be able to perform single sign-on under this model if they have UNIX profiles in each Zone they wish to access. The inclusion of Centrify’s build of OpenSSH will also support this objective.

Rationalizing the sudoers permissions grants by centralizing on a small number of UNIX groups and distributing the sudoers file via group policy. 

Consolidating primary UNIX administrative groups in Active Directory and creating profiles for those groups in the Universal Zone supports this design goal. Additionally, as Active Directory Groups support nesting, these administrative groups can be made members of all groups that are associated with a Zone. ZoneGen recursively parses Active Directory Group membership and will create UNIX profiles for the members of the primary groups as well as any one-off group members. Finally, model 2 supports this objective by creation of a single “ou=computers,ou=unix” where a single sudoers Group Policy object can be linked. As all UNIX computers will be stored in “ou=computers,ou=unix” they will all receive a common sudoers policy.

Establish a long-term UNIX profile (username, uid, gid, home and shell) management strategy for FERMI  UNIX environment. 

Model 2 depends on the initial establishment, or extension of a long-term UNIX profile space. The Universal Zone is one of Centrify Professional Services’ best practices for enterprise deployments of DirectControl. Establishing this Zone early on ensures that all UNIX profiles will be consistent across the enterprise in years to come. This will allow FERMI to better manage file permissions on backup tapes, and enhance their ability to create network storage (such as NFS) that explicitly depends upon a solid UID/GID profile space.

New UNIX hosts will be joined to the initial Zones based on the specific divisional functionality. This ensures uniqueness and ease of selection when deciding which Zone to join.

3.7.1 FERMI Zone Architecture 
[image: image8.jpg]



3.7.2 Zone naming conventiontc  \f D  \l 3 "3.8.1
Zone naming convention"
Zones at FERMI will be based on the initial scope of the design which is for Mac Machines only. In model 2 the design will take on a different scope depending on what the Zone Design Tool finds from the Raw Data in information stores. 
3.7.3 Group naming conventiontc  \f D  \l 3 "3.8.2
Group naming convention"
Active Directory Groups will be created for existing UNIX groups and stored under 'ou=groups,ou=unix'. Each existing group (such as “cgi” or “projectx”) will be created using the following naming convention for the AD Group objects:
zonegen_zone1_groups

The UNIX group profile name (in each Zone) will be equal to the existing UNIX group name.

For example, a group is created named sagroup. In the Macintosh Zone, it will have a UNIX profile defined with a UNIX name of sagroup and a unique GID based on the data in the Universal Zone.

Active Directory group membership of the zonegen_zone1_groups will be based on the existing membership /etc/passwd and /etc/group files.  This will need to be performed manually.

It is the intent of the FERMI Project Integration team to consider creating UNIX groups (by role) that typically mirror the specific Windows Groups that would apply to the UNIX role. 

During the import into the Universal Zone, all unix users will be members of the zonegen_zone1_groups. This group will be the group filter for unix.
4 Deploymenttc  \f D  \l 1 "4
Deployment"
4.1 Zone creationtc  \f D  \l 2 "4.1
Zone creation"
In Model 1 a single MACINTOSH zone will be created and all Mac OSX workstations and laptops will be joined to the zone. 
In Model 2 (not in scope of this design document)

Four more Zones would be created: 
A Universal Zone, as the long-term UNIX profile management space for FERMI through ZoneGen. 

A Beam Division Zone
A Business Services Zone

A General Operations Zone

4.2 Zone delegationtc  \f D  \l 2 "4.2
Zone delegation"
Unix administrators will require permissions to their zones and machines in Active Directory. 

A ZoneGen service account will need to be created in Active Directory. The ZoneGen service account will require the following permissions on "cn=Zones,ou=unix". These permissions must be set using ADSI Edit.
On the "Object" tab:

1. Create Container Objects (This object and all child objects)

2. Delete Container Objects (This object and all child objects)

On the "properties" tab:

3. Read All Properties (this object only)

4. Write displayName (This object and all child objects)

The following Active Directory Groups will have these delegated permissions set using the DirectControl Delegation Wizard:
	Zone
	User or Group
	Delegated Permissions

	Universal
	Unix Admin
	Change Zone Properties

Add or remove users

Add or remove groups

	
	
	


4.3 User and Groups ignoretc  \f D  \l 2 "4.4
User and Groups ignore"
It is possible to set user and group ignore files for specific rules.  This should be set via group policy. See the user.ignore and group.ignore file for details in the Centrify Admin Guide.
4.4 Home Directories and shellstc  \f D  \l 2 "4.5
Home Directories and shells"
Home directories are platform-specific.

In the Universal Zone, each user’s home directory should be /home/${user}. 

The “homedir” XML tag can be used to override all users’ home directories for a given output Zone using ZoneGen. For example, for a Solaris output Zone the XML would specify “homedir=/export/home/${user}”.

  Local users have home directories on the local file system, and NIS users have remote home directories on BlueArc and AFS. /home/user/department/username. When creating a new zone, or adding users to a zone, specific attention will need to be paid to the home directories and shell used.  For example, some systems do not support bash. If bash is inadvertently listed as a default shell for new users, these users will not be able to login to machines that do not support bash. For Linux the default is /home and Solaris is /export/home.  
4.5 UNIX Deployment of DirectControltc  \f D  \l 2 "4.7
UNIX Deployment of DirectControl"
Pre-requisites will be deployed in advance of DirectControl installation. These include any specific patches recommended by Centrify for each platform and a supported version of Perl.

DirectControl and Centrify’s build of OpenSSH will be installed using an Installation checklist. Unix hosts will not be joined to the domain as part of installation, and it is recommend the PAM-aware services (openssh, ftp, telnet, login) are restarted after the join process.

4.6  NTP Change Optionstc  \f D  \l 2 "4.9
 NTP Change Options"
The FERMI team has decided to continue to pull from the standard strata configuration for all in-scope Mac Workstations and Laptops.
4.7 Group Policiestc  \f D  \l 2 "4.10
Group Policies"
FERMI has not delegated Group Policy creation beyond the standard of Domain Administrators. There is a defined process for creation and modification of a new Group Policy. A ticket is used to request the change, and the Domain Administrators apply the Group Policy to a test OU. If the Group Policy is as expected, then it is linked to the production OU or OUs.

User group policy application is done based on Active Directory Group membership. Computer group policy application is done based on standard OU inheritance.

The policies currently implemented in the FERMI Active Directory structure have been isolated from the Unix AD structure by placing them in an OU that filters everything except for the password policies which are not blocked and will be allowed to distribute to the UNIX machines.
Starting with version Centrify 4.0 group policy editor was enhanced to add group policy editor. The templates are XML files and require Centrify's group policy plug-in for the Microsoft Group Policy Management Console.  Centrify group policy templates are added using the Microsoft Group Policy Management Console with the Centrify group policy editor.  By default, the .xml files for these group policies are installed in the "C:\Program Files\Centrify\Centrify DirectControl\group policy\policy" directory when you select Group Policy Editor Extension in the Centrify DirectControl setup program.

4.8 Applying Group Policy using Active Directory OUstc  \f D  \l 2 "4.11
Applying Group Policy using Active Directory OUs"
Applying group policy to a machine in an OU is done by creating a group policy object and linking it to a specific OU from the Microsoft Group Policy Management Console.  The group policy object can then be edited to add the Centrify templates and to set the desired group policies.

4.9 Recommended Group Policiestc  \f D  \l 2 "4.13
Recommended Group Policies"
Computer Configuration\Windows Settings\Security Settings\Local Policies\Security Options 

_
Interactive Logon:  Message text for users attempting to log on:  Message should reflect information about logging on with Windows user name.

Computer Configuration\Administrative Templates\System\Group Policy

_
Turn off background refresh of Group Policy:  Disabled

_
Group Policy refresh interval for computers:  Enabled with default settings

User Configuration\Administrative Templates\System\Group Policy

_
Turn off background refresh of Group Policy:  Disabled

_
Group Policy refresh interval for users:  Enabled with default settings

The following group policy assumes that the home directory creation on NAS process is in place.

Computer Configuration\Centrify Settings\DirectControl Settings\Pam Settings

_
Create Home Directory:  Disabled

_
Home Directory Permissions:  Default

_
Creating Home Directory Message:  "Creating new home directory..."

Computer Configuration\Administrative Templates\System\Windows Time Service 

_
Global Configuration Settings - MaxPollInterval:  Disabled

Computer Configuration\Administrative Templates\System\Windows Time Service\Time Providers

_
Enable Windows NTP Client:  Disabled

Computer Configuration\Centrify Settings\Common Unix Settings\crontab entries

The Crontab Entries group policy is defined in the centrify_unix_settings.xml administrative template. The standard format for entries in this file is: 

Minute Hour DayOfMonth Month DayOfWeek User Command

To reorganize adclient's cache files every weekend on Sunday morning at 3:15 am: 

15 3 * * 1 /usr/share/centrifydc/bin/adcache /dev/null | xargs --reorg

Centrify recommends reorganizing the Centrify DirectControl cache and index files and recover disk space used by negative items. To use this option, it must be run the adcache command as root. If you use this option, adcache stops and restarts the adclient process.

Computer Configuration\Centrify Settings\Root User Settings\Root Squash User Settings

* Root Squash User Settings: disabled

Ignore users with uid 0, the name root, and the groups wheel and root from Active directory. Forces these users and groups to be defined locally. Prevents a user who has write access to the zone from gaining root access on the machine. Note: Group policy must be disabled to make this feature truly secure, otherwise a rogue AD Administrator could modify the GPO.

Centrify provides templates for group policies on each DirectControl Console.

“c:\program files\centrify\centrify directcontrol\group policy\policy director”

     It includes the following templates:

     Centrify_Linux_Settings.xml    
     Centrify_Mac_Settings.xml

     Centrify_Root_User_Settings.xml

     Centrify_Unix_Settings.xml

     CentrifyDC_Settings.xml

4.10  SUDOERS File Designtc  \f D  \l 2 "4.14
SUDOERS File Design"
As detailed elsewhere in this design, Centrify DirectControl ships with several Group Policy templates.  Included in these templates is a SUDOERS GPO, which can be used to modify SUDOERS file entries on hosts. Also there is a copy file group policy to copy sudo files as well.  

The SUDOERS policy is located at Computer Configuration\Centrify Settings\Common UNIX Settings\ Sudo rights.  

This policy setting controls which users may use the sudo(8) command to run commands as another user. It contains a list of aliases(basically variables) and user specification (which specify who may run what) entries.

For Example:

User_Alias       FULLTIMERS = millert, mikef, dowdy

Runas_Alias    OP = root, operator

Host_Alias       SPARC = bigtime, eclipse, moet, anchor

Host_Alias       CUNETS = 128.138.0.0/255.255.0.0

Cmnd_Alias      KILL = /usr/bin/kill

Cmnd_Alias      SU = /usr/bin/su

root            ALL = (ALL) ALL

jack           CUNETS = ALL

operator     ALL = KILL

joe             SPARC = !SU

FULLTIMERS     ALL = (OP) NOPASSWD: ALL

(The sudoers grammar will be described below in Extended Backus-Naur Form (EBNF).) There are four kinds of aliases: User_Alias, Runas_Alias, Host_Alias and Cmnd_Alias.

 Alias ::= 'User_Alias'  User_Alias (':' User_Alias)* |

              'Runas_Alias' Runas_Alias (':' Runas_Alias)* |

              'Host_Alias'  Host_Alias (':' Host_Alias)* |

              'Cmnd_Alias'  Cmnd_Alias (':' Cmnd_Alias)*

 User_Alias  ::= NAME '=' User_List

 Runas_Alias ::= NAME '=' Runas_List

 Host_Alias  ::= NAME '=' Host_List

 Cmnd_Alias  ::= NAME '=' Cmnd_List

 NAME ::= [A-Z]([A-Z][0-9]_)*

 User_List ::= User |

                      User ',' User_List

 User ::= '!'* username |

              '!'* '%'group |

              '!'* '+'netgroup |

              '!'* User_Alias

 Runas_List ::=  Runas_User |

                          Runas_User ',' Runas_List

 Runas_User ::=  '!'* username |

                            '!'* '#'uid |

                            '!'* '%'group |

                            '!'* +netgroup |

                            '!'* Runas_Alias

 Host_List ::=  Host |

                      Host ',' Host_List

 Host ::=   '!'* hostname |

                '!'* ip_addr |

                '!'* network(/netmask)? |

                '!'* '+'netgroup |

                '!'* Host_Alias

 Cmnd_List ::=  Cmnd |

                        Cmnd ',' Cmnd_List

 commandname ::=  filename |

                                filename args |

                                filename '""'

 Cmnd ::= '!'* commandname |

                '!'* directory |

                '!'* "sudoedit" |

                '!'* Cmnd_Alias

A user specification determines which commands a user may run (and as what user) on specified hosts. By default, commands are run as root, but this can be changed on a per-command basis. The commands must be specified by full pathname (e.g. '/bin/bash' rather than just 'bash').

 User_Spec ::= User_List Host_List '=' Cmnd_Spec_List \

                                    (':' Host_List '=' Cmnd_Spec_List)*

 Cmnd_Spec_List ::=  Cmnd_Spec |

                                   Cmnd_Spec ',' Cmnd_Spec_List

 Cmnd_Spec ::= Runas_Spec? Tag_Spec* Cmnd

 Runas_Spec ::= '(' Runas_List ')'

 Tag_Spec ::= ('NOPASSWD:' | 'PASSWD:' | 'NOEXEC:' | 'EXEC:')

4.11   Applying Group Policiestc  \f D  \l 2 "4.15
Applying Group Policies"
These are machine Group Policies. This means it runs when: -

a)
The machine joins the domain

b)
When adclient starts up (typically at machine boot time)

c)
Periodically, the period depends on the domain GP settings. Typically the refresh interval is 90 minutes

d)
If the adgpupdate command is run

When the machine leaves the domain or if the policy is disabled this original copy is restored. The staging file is removed; the machine is left as it was before the policy was enabled.

5 Post deployment configurationtc  \f D  \l 1 "5
Post deployment configuration"
5.1 Account Fulfillmenttc  \f D  \l 2 "5.1
Account Fulfillment"
Mac/UNIX/Windows profile fulfillment for users and groups…
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This illustration shows the current high-level process for adding a new user account.

Step 1: HR fills out pro-forma in peoplesoft to create a new FERMI employee. This automatically creates an employee ID.

Step 2: PeopleSoft data is delivered to CNAS Database. Once the new user checks into the department the lead secretary or manager provides them with an online form they have to fill out. The manger or supervisor follows up with an authorization email that actually authorizes the group membership and connectivity requested in the form. 

Step 3: Desktop support completes the requested configurations which continue to populate CNAS which in turn handles some of the user attribute creation within Active Directory. Any unique configuration is sent to the appropriate Windows or UNIX Admin team.
Upon completion the ticket is closed at the Service Desk level.

Under the proposed Phase 2 this process would need to be re-evaluated for optimal automation processes. Optimally, the Service Desk could run a process that would create a unique UNIX profile for the end user in the Universal Zone. This Windows-based tool could be a script, a program, or an automatic process. 

Logically, there should be a test to verify that the user does not already have a profile in the Universal Zone. All users will be members of the same primary UNIX GID in the Universal Zone.

5.2 Maintenancetc  \f D  \l 2 "5.2
Maintenance"
A UNIX operator should use the DirectControl console bi-monthly to analyze the data stored in Active Directory. Typically, there will be no defects reported by the Analyze Wizard. The most common defect reported is typically "Orphan UNIX Data Objects", which are caused by deleting Active Directory User objects but not their UNIX profiles. This defect can be prevented by registering the administrative notification handler for Active Directory Users and Computers on the Windows computers used by account fulfillment personnel at FERMI.

The FERMI IT audit team will own preparation and maintenance of reports for DirectControl-managed UNIX systems. 

5.3 Existing Processestc  \f D  \l 2 "5.3
Existing Processes"
Deployment of DirectControl at FERMI will change some existing processes. The visible processes subject to change are account fulfillment, NIS Domains, and Active Directory User Provisioning. These scripts and processes must be reviewed and updated accordingly if there will be no interactive login accounts created on Zoned servers. The ECM tool can be used to verify no local account creation occurs on UNIX hosts. This will be reviewed as potential discussions move to UNIX migration. 
5.2  User and Group Provisioning

         Zones will be created and maintained using the Centrify DirectControl Console, ZoneGen, and scripts.

         UNIX Groups and Users will be added to zones manually and COPIED to a zone based upon their need to access machines.

        Active Directory groups may be needed to be created to narrow security access or existing Active Directory groups can be used. These groups may also be used if needed in pam allow or pam deny files.

        Conflicts in UID and GID will be resolved manually and ‘adfixid’ will be run on every machine to change the file permissions as needed.

6 Schedule Guidancetc  \f D  \l 1 "6
Schedule Guidance"
6.1 Timelinetc  \f D  \l 2 "6.1
Timeline"
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The illustration shows a potential project timeline for deployment of Centrify DirectControl to FERMI UNIX systems. This is only an estimate and does not reflect formal time estimation or imply project duration; rather, this should be used for planning necessary project tasks with relative times. Environmental changes, such as any network freeze events, are not illustrated and should be captured on a formal project plan. Broadly speaking, the recommended tasks are:

Initial Design - performed between April 7th and April 11th, 2008 by Centrify Professional Services in conjunction with the FERMI Project Integration team.
Update CMDB - Centrify Professional Services recommends updating the Change Management DataBase that contains an inventory of in-scope Mac systems to the FERMI intranet. This update should include the hostname, IP address, the date DirectControl was installed, the name of the Zone the machine joined, the date the machine was joined, date the users and groups were imported, and any notes. Additional fields may include the name of the user who performed each major action and the specific time (HH:MM) the action was performed.

Add DirectControl to trouble ticket system - The FERMI trouble ticket system should be updated to include DirectControl issues as a new category. Tracking issues and resolutions will allow the FERMI Project Integration team to build an internal support knowledge base that will expedite technical issue resolution of real and perceived issues.

Reconcile the existing accounts in existing UNIX servers to use each user's Universal UNIX profile. This will require manually chown/chgrp each reconciled users' files; the business benefits would be that the backup tapes would remain consistent with the data in Active Directory and NFS-mounted home directories between UNIX hosts become a very viable option.

Deploy to all servers – This is recommended for the Model 2 design as the model 1 design is for Mac workstations and laptops. Centrify Professional Services recommends installing DirectControl, and Centrify’s build of OpenSSH across all servers regardless of environment, and then waiting an arbitrary amount of time. This reduces the number of perceived issues that inevitably happen during software rollout. As the software will only be installed but not running, project personnel can quickly troubleshoot any perceived issues around application compatibility and/or account lockouts.

Soak and monitoring - help desk personnel should be provided specific troubleshooting steps to monitor and resolve any perceived and legitimate issues that arise during the migration of the development and test UNIX servers. Centrify Professional Services recommends that FERMI personnel note the issues that are observed during this time to provide a list of common issues and their resolutions to help desk personnel. During this time, the DirectControl deployment team will be responsible for resolving technical issues and updating the trouble ticket system.

Create ZoneGen XML file – the ZoneGen XML file should be created to generate all anticipated Zones based on Active Directory Group membership.

Identify initial users - a small subset of users on the initial set of servers should be identified as the first group of accounts to be migrated and tested. These users should be invited to participate in user training and also given specific test steps to perform to assist in validation.

Prepare and deliver training - Centrify Professional Services strongly recommends FERMI staff develop and deliver training for end users, technical support personnel, and account fulfillment personnel. This internal training will help new team members quickly come up to speed and also help with the resolution of technical issues.

Notify users of migration - for each environment being migrated, Centrify Professional Services recommends notifying all migrated users on all migrated servers in advance of the migration. This notification can take the form of an email, voicemail, meeting with project personnel or management, or any other logical combination. This notification is recommended to reduce the initial number of account lockouts caused by UNIX users continuing to erroneously use their old UNIX password on DirectControl migrated UNIX servers.

Server migration – This only applies to Phase 2 so it is actually out of scope of this project for Mac machine migration. However, in the interest of laying some of the ground work for Phase 2 Centrify Professional Services recommends migrating an increasing number of servers in three primary stages. Optimally, all servers within a given Zone should be migrated to reduce user confusion over which password to use when authenticating. Centrify Professional Services recommends a delay between complete migrations for each set of Zones. This delay will allow FERMI Project Integration team personnel to monitor and optionally further test servers before production deployment.

Migrated users and groups can be optionally removed from servers as part of, or following each server migration. This can be accomplished using the 'adrmlocal' utility from Centrify. Centrify Professional Services strongly recommends backing up the /etc/passwd, /etc/shadow and /etc/group on each host.

Centrify Professional Services also strongly recommends advance notification of the account provisioning personnel before any server migrations occur. Once a UNIX computer has been migrated, no further local account provisioning should be permitted. Historically, this has been an issue of note at other FERMI accounts that do not enforce strict account creation policies from a central script or utility. Centrify Professional Services strongly recommends that job-specific documentation be updated to include the following logical steps for account provisioning on UNIX:

1. Is the server Zoned?

2. If no, then use the existing provisioning workflow.

3. If yes, then use the Centrify DirectControl Console.

Failure to control local account provisioning will result in orphaned, noncompliant UNIX accounts continuing to exist on UNIX servers. These accounts will not be managed through Active Directory and may use an inconsistent UID/GID space. Additionally, there are audit compliance concerns for these unmanaged UNIX accounts as the DirectControl reports will not reflect the existence of these local accounts.

Revise Documentation - during the initial 15% (rough estimate) of servers have been completed, documentation and user training materials should be updated to reconcile any defects and implement improvements. 

Transitioning the Project - during the second phase, the DirectControl deployment team has built into the project, a time to transition technical processes unique to this project, and establish policies around the new technology as well.
6.2 Potential Future Phasestc  \f D  \l 2 "6.2
Potential Future Phases"
The following potential future tasks were discussed during this design. While these fall outside of the scope of this initial design, they were captured for future reference on additional potential tasks related to the ongoing deployment and maintenance of DirectControl at FERMI.

Integrate DirectControl into standard server build - Centrify Professional Services recommends FERMI evaluate installing DirectControl on all new UNIX servers as part of the build process. Servers can join existing Zones based on their functionality; this can be done manually or alternatively automatically. See the DirectControl Administrator's Guide for pre-created computer accounts for further details.

Role specific training and documentation - Centrify Professional Services recommends that the FERMI Project Integration team prepare and deliver role-specific training for help desk personnel, provisioning personnel, and higher-level support personnel. This will help to:

standardize the deployment of DirectControl; and,

ensure that provisioning is performed consistently; and,

ensure that technical issues with DirectControl are rapidly addressed; and, prevent future audit issues.

Zone Consolidation – of existing Zones to group servers based on logical function or application. This is a normal phase two activity for environments where the initial number of Zones was higher than desired due to historical security policy, user behavior, or lack of UNIX management adherence. Zone Consolidation is the process of combining two (or more) individual Zones into a single Zone, thereby authorizing access to all UNIX resources across a larger UNIX user population.
6.3  Zone Integration Plan
This is specifically for Model 2 Zone implementation:

During the Design Engagement the Project Integration team in collaboration with Centrify Professional Services established an outline of general testing of the Zone Design and phased integration that should allow the team to meet/discuss their original integration timeline. The following information is a brief overview of this plan:
GROUND ZERO – This will include UNIX Admin testing specifically with the Project Integration team. A flash install on specific admin resources will be implemented and put through the paces with a clear focus on authentication, access, and auditing. The setup required for the eventual primary integration phase will include the establishment of zone administration, delegation, and the appropriate testing to ensure the access needed has been configured. The next two configuration steps include creating the critical and non critical zones that will house the UNIX hosts. The final configuration process will be the creation of a Universal Zone to house all UNIX Users and Groups through ZoneGen (xml based wizard).

PREP PHASE – The primary goal of this phase is to prep the UNIX host environment for user and group integration to Zones. This will involve three primary configuration steps:

1. Install the DirectControl client to all the UNIX hosts.

2. “Soak” period to ensure no changes in operational systems.

3. Run the adjoin command syntax to join the hosts to zones.

PRIMARY INTEGRATION PHASE – This phase will primarily revolve around adding users to appropriate groups for zone access to critical and non-critical resources. 

1. Ensure all users have been imported into the Universal Zone.

2. Communication to the appropriate group of users targeted for group association. This is an expected maximum range of 25 users.
3. Create appropriate UNIX groups for SSO access to critical and non critical applications.
4. Analyze data mapping for users and adjust accordingly.
FINAL INTEGRATION PHASE – this will specifically focus on the General Operations ZONE which currently holds the majority of FERMI computers/hosts. Each phase should have built in documentation schedules that will be distributed among the project integration team.
7 Appendix Atc  \f D  \l 1 "7
Appendix A"
	Protocol
	Port
	Operations

	LDAP
	389
	LDAP both (TCP/UDP)

	LDAP
	3268
	LDAP Global Catalog Updates both (TCP/UDP)

	TCP/UDP
	88
	Kerberos Authentication

	TPC/UDP
	464
	Kerberos Password Changes

	DNS
	53
	TCP/UDP DNS lookups

	SMB
	445
	Samba (if using Samba module or group policies)

	TCP
	135
	Optional: allows non-administrative users to join computers to Domain

	SNTP
	123
	Optional: Simple Network Time Protocol between UNIX and Active Directory


8 Common Tasks with DirectControltc  \f D  \l 1 "9
Common Tasks with DirectControl"
There are three broad classifications of common tasks associated with an established DirectControl environment. This portion of the design document briefly describes each task, describes the requisite skill set to perform the task, the estimated time to perform the task, and the frequency of the task. Tasks are presented in specific Architectural, Analytical, and Operational categories.

8.1 Architectural Taskstc  \f D  \l 2 "9.1
Architectural Tasks"
Deploying DirectControl to other environments
Determine suitability of DirectControl for environments where DirectControl is not yet established. This may include computers acquired during mergers and acquisitions or from other departments/divisions.

Skill set required: UNIX/AD/Security/Development

Estimated time requirements: days

Frequency: monthly

Integrating DirectControl monitoring with existing system monitoring framework(s)

Skill set required: UNIX/Windows

Estimated time requirements: hours

Frequency: monthly/annually

Integrating DirectControl with other security compliance tools
Skill set required: UNIX/Windows/Security

Estimated time requirements: hours

Frequency: monthly/annually

Working with application vendors for security integration
This involves encouraging both Commercial Off-The-Shelf (COTS) and in-house application vendors to make UNIX applications pam-aware, and optionally encouraging vendors to kerberize those applications.

Skill set required: UNIX/Windows/AD/Security/Development

Estimated time requirements: days

Frequency: monthly/annually
8.2 Analytical [SME] Taskstc  \f D  \l 2 "9.2
Analytical"
Analyzing application authentication and authorization
This includes COTS and in-house developed applications.

Skill set required: UNIX/Security Testing

Estimated time requirements: hours/days

Frequency: depends on number of applications; ongoing

Analyzing usage of system accounts
Determine which local system accounts are being used and are possibly subject to audit requirements or would benefit from migration to Active Directory. This assumes a consolidated data collection framework exists for determining account usage.

Skill set required: UNIX/Security

Estimated time requirements: hours

Frequency: weekly/monthly

Evaluating new releases of DirectControl in the FERMI environment
Skill set required: UNIX/Windows/AD/Group Policy/Security/Development/Testing

Estimated time requirements: hours/days

Frequency: depends on releases from Centrify

Zone consolidation
Zone consolidation is a process of analyzing two (or more) Zones for common user populations in an ongoing process. The chief purpose of Zone consolidation is to reduce the number of Zones to manage.

Skill set required: UNIX/AD/Security

Estimated time requirements: hours

Frequency: weekly/monthly

8.3 Operational Taskstc  \f D  \l 2 "9.3
Operational"
Adding new zones
This is an infrequent task once the majority of Zones have been established. This requires the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: monthly

Adding UNIX group profiles to Zones
This is an infrequent task once the majority of UNIX groups are being managed through the DirectControl Console. During deployment, this is a common task.

Skill set required: UNIX/AD

Estimated time requirements: minutes

Frequency: monthly

Adding UNIX user profiles to Zones
Adding a UNIX user profile to a Zone or Zones is performed on an as-needed basis using the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: as needed

Configuration management for group policies
Microsoft's best practices for Group Policy configuration management should be followed for UNIX group policies.

Skill set required: UNIX/Windows/Group Policy

Estimated time requirements: minutes

Frequency: monthly

Creating new Active Directory Group objects for UNIX groups

UNIX groups managed through DirectControl require underlying Active Directory Groups for determining group membership. A group may have a UNIX Profile in more than one Zone.

Skill set required: AD

Estimated time requirements: minutes

Frequency: monthly

Creating new Active Directory User objects for UNIX service accounts
This is very infrequent and is the result of a high degree of analysis for the benefits of migrating service accounts to Active Directory.

Skill set required: UNIX/AD

Estimated time requirements: minutes

Frequency: rare

Delegating Active Directory permissions to administrative groups
This is an infrequent task once Active Directory has been configured for UNIX data storage.

Skill set required: AD/Security

Estimated time requirements: minutes

Frequency: monthly/annually
Delegating administrative privileges to Zones for groups

Each Zone has it's own set of delegated administrative privileges. These are typically established when a Zone is created, and this task is infrequent after the privileges have been configured. This requires the DirectControl Console.

Skill set required: Windows/AD/Security

Estimated time requirements: minutes

Frequency: as needed

Deleting Active Directory Group objects for unused UNIX groups
Skill set required: UNIX/AD/Security

Estimated time requirements: minutes

Frequency: as needed

Deleting Active Directory User objects for unused UNIX service accounts
This task is typically very infrequent, given the rare frequency that Active Directory User objects are created for UNIX service accounts.

Skill set required: UNIX/AD/Security
Estimated time requirements: minutes

Frequency: rare

Deleting Zones
Zones are normally deleted during Zone consolidation. This requires the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: monthly/annually

Deploying new releases of DirectControl
Skill set required: UNIX/Windows/AD

Estimated time requirements: depends on number of systems and level of automation

Frequency: requires Centrify to release new versions that are applicable to the environment

Deploying OpenSSH
OpenSSH deployment is a two-phase process: removal of the existing sshd and ssh, and the installation of Centrify's Kerberized OpenSSH package.

Skill set required: UNIX

Estimated time requirements: minutes per system

Frequency: as needed

Deploying upgrades to the DirectControl console for administrative users on Windows
Skill set required: Windows

Estimated time requirements: minutes

Frequency: requires Centrify to release updates

Group policy creation
Skill set required: UNIX/Group Policy

Estimated time requirements: minutes/hours

Frequency: monthly or less frequently

Group policy modification
Skill set required: UNIX/Group Policy

Estimated time requirements: minutes

Frequency: monthly or less frequently

Importing users and groups into Zones
This task is very common during an initial installation of DirectControl into a new network environment, and very rare after that. This requires the DirectControl Console.

Skill set required: UNIX/AD

Estimated time requirements: hours/days depending on number of users and groups

Frequency: Only occurs in new environments

Integrating application-level authentication and authorization
This applies to both COTS (Commercial Off The Shelf) applications and in-house application development.

Skill set required: UNIX

Estimated time requirements: depends on level of effort

Frequency: depends on number of applications

Integrating provisioning with identity management systems
This task is optimally performed in an early phase of DirectControl deployment.

Skill set required: UNIX/Windows/AD/Development/Testing

Estimated time requirements: depends on number of Zones and IdM complexity

Frequency: rare

Joining computers to Zones
This occurs when a new computer is added to the environment and also during Zone consolidation.

Skill set required: UNIX

Estimated time requirements: minutes

Frequency: depends on rate of new computers being added

Modifying default values for Zones
Each Zone has a set of default values for user and group UNIX profiles. This requires the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: rare

Modifying delegated privileges on Zones
This requires the DirectControl Console.

Skill set required: Windows

Estimated time requirements: minutes

Frequency: rare

Modifying UNIX group membership in Zones
This involves modifying group membership of Active Directory Group objects.

Skill set required: Windows/Active Directory

Estimated time requirements: minutes

Frequency: weekly

Modifying UNIX group profiles in Zones
This allows for modifying the UNIX group name or GID. This requires the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: rare

Modifying UNIX user profiles in Zones
This allows for modifying the home directory, shell, UID, GID etc. This requires the DirectControl Console.

Skill set required: UNIX/Windows

Estimated time requirements: minutes

Frequency: rare

Password resets and lockouts
Most organizations have a defined role (such as help desk) for this task.

Skill set required: AD

Estimated time requirements: minutes

Frequency: daily

Preparing reports for auditors
The DirectControl Console provides a set of reports suitable for auditors.

Skill set required: Windows

Estimated time requirements: minutes

Frequency: weekly/monthly

Removing computers from Zones 
This happens when a computer is decommissioned or during Zone consolidation.

Skill set required: UNIX

Estimated time requirements: minutes

Frequency: monthly or less frequently

Removing UNIX group profiles from Zones
This requires the DirectControl Console.

Skill set required: Windows

Estimated time requirements: minutes

Frequency: rare
Removing UNIX user profiles from Zones
This requires the DirectControl Console.

Skill set required: Windows

Estimated time requirements: minutes

Frequency: weekly/monthly

Troubleshooting DirectControl on UNIX
Includes use of internal knowledge base, Centrify's knowledge base, and telephone support.

Skill set required: UNIX/AD/Group Policy/Testing

Estimated time requirements: minutes/hours

Frequency: monthly

Upgrading OpenSSH in response to new releases
New releases of OpenSSH typically fix security defects and should be installed.

Skill set required: UNIX/Security

Estimated time requirements: minutes/hours

Frequency: rare

Zone analysis reporting for defects
The DirectControl Console provides reporting functionality for common configuration defects and less common scenarios that occur in a Production environment. These should be run on a predictable schedule.

Skill set required: UNIX/AD

Estimated time requirements: minutes/hours

Frequency: monthly
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