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Mission

The mission of the Data Acquisition and Controls department is to perform a vital role in the Computing Division mission not only in core areas of expertise related to data acquisition and controls software, but wherever highly adaptive and skilled resources are needed to meet the challenges of a changing landscape. 

is to provide technical advice, develop and support performant, robust, and well documented DAQ and Controls related software solutions to projects, activities and experiments that are part of Fermilab's mission in a timely manner, appropriately reflecting Computing Division and Laboratory priorities. The organization provides services tailored to the needs of the client, ranging from design and independent reviews of systems and software to development and support of new systems, with the highest level of professionalism and excellence. 

Context and Assessment of Current State

The Data Acquisition and Controls department provides data acquisition, controls and trigger software solutions and advice, including maintenance of legacy daq applications developed within the division, to experiments and testbeam users wherever resources, funding and priorities allow. The department supports the broader engineering mission by enabling the synergies of software and hardware teams working together in support of the division and laboratory priorities. 

A resumption of planning and development for the Nova DAQ system is recognized as a priority starting later in FY09 and continuing for several years assuming current projections on funding and available resources. In light of current funding levels the department expects at most a minimal effort in the ILC controls project, and remains ready to position itself instead to aid the Project X controls effort if the need arises.

It supports the Astrophysics strategic vision through planning for and building the SNAP Science Operations Center at Fermilab and potentially DAQ systems for future astrophysics experiments. It also supports the LHC strategic vision through support of the LHC at Fermilab remote operations project, CMS Storage Manager and Tier-0 development and support. Support for Control Room Logbook through development and support of an expanding user base is expected to continue. Support for Run II DAQ legacy software will continue until the end of data taking, although little activity is expected based on the level of stability and performance observed over the past few years.

Support will continue for BPM operations for both the Main Injector and Tevatron systems. Currently both systems are stable, however fallout from networking problems in the Main Injector indicate support load could spike unexpectedly.

Manpower and funding provide significant challenges to attaining all goals in a timely manner, however evaluations and adjustments based on status and new priorities are continually made to optimize the chances for success.

Vision

Run II is expected to continue through 2009, and perhaps into 2010 if extended, at which point Run II DAQ support will end. The risk for new features for Run II DAQ systems should be minimal and one expects no operational support through the end of the run. Late in FY09 a ramp up for development and operational support for the NOVA Integration Prototype Near Detector DAQ system is anticipated. The department plans to continue playing a leading role in writing the SNAP Science Operations proposal and managing and developing the Science Operations Center. Support and development for new experiments, whether accelerator based or not, and test beam activities would remain in various stages simultaneously as each experiment and project has its own life cycle. The ability to rapidly adjust to new challenges that may arise will be maintained.

Stakeholders

Accelerator

Tevatron and Main Injector departments of the Accelerator Division.

Perhaps Project X.

Astrophysics

Computing Division's Experimental Astrophysics department, SNAP  collaboration.

General Infrastructure and Experiment DAQ Systems

Meson Test Beam Facility coordinators and test beam experiments.

Non-test beam experiments (COUPP for example)

Engineering section potentially.

NOVA

NOVA collaboration and project management team

Remote Operations

LHC at Fermilab management and CMS collaboration

Run II

CDF Online Leaders specifically, experiment collaboration generally 

D0 Online Leaders specifically, experiment collaboration generally

SVX Test Stand

SVX support personnel in Engineering section and Equipment Support Services group of the Computing Division.

Goals and Objectives 

· Perform all activities with a high level of professionalism and excellence

· Provide performant, robust and well documented DAQ software and support

· Provide performant, robust and well documented Controls software and support

· Provide expert advice and help in designing DAQ systems for experiments

· Perform DAQ related design and software reviews for projects

· Provide support for test DAQ systems as appropriate

· Support the CMS Storage manager and Tier-0 applications as the LHC era begins

· Continue excellent support of the BPM systems and foster continued good working relations with colleagues in the Accelerator Division.

Strategies

· Position team for future DAQ projects by strengthening the DAQ development team and demonstrating the ability to work on multiple projects at one time. Build on experience and establish a reputation for excellence through successful delivery of systems for a wide range of projects, including test beam experiments like the MIPP Upgrade, and large Neutrino projects like NOVA.

· Continue to make strategic decisions on architectures to prepare for future projects and cross-pollinate skills and tools experience. 

· Maintain a strong sense of self-esteem among team members by keeping them involved, encouraging peer cooperation and positive interactions, maintaining an open door policy, reminding members they are encouraged to speak freely, and demonstrating that the opinions of everyone on the team are important.

· Develop software with a forward looking perspective to see how re-use and leveraging of effort could provide solutions in multiple areas. For example, a prototype of the event builder framework being developed for NOVA could be used in other projects requiring data buffering and event building. 

· Supporting Linux kernel builds. This allows developers to cross train in embedded OS areas, and is well aligned for a future where embedded Linux is expected to have a larger role. ILC controls may use Linux, and other projects certainly will.

· Pursue CAMAC solutions that minimize future support loads but provide valuable support for legacy systems by providing a common interface. Commercial smart crate controllers have lacked the performance needed for HEP activities. Therefore a collaboration with the ESE department in the Computing Division will be pursued to develop a smart CAMAC controller and thus provide a solution for supporting systems that require CAMAC and reducing the need for driver level support from the division.

· Remain professional at all times with clients or other members of the team, and seek out management to resolve conflicts when necessary to avoid appearances of unprofessional behavior. Professionalism is a key component to a successful business model whether working for internal or external clients. 

· Perform internal reviews of requirements, design, software and testing of systems under development. Reviews are an important component in assuring the quality and reliability of the systems developed, provide an opportunity for developers to learn from the experience of others, and are generally beneficial to the development of both the presenters and the reviewers. 

· Leverage experience and knowledge of team members to enhance quality of delivered systems. Maintaining a team with diverse experiences allows exposure to a wider spectrum of ideas as people share their knowledge on common efforts.

· Respond to operational issues in a timely manner which properly reflects the priority of the project. Client impressions are often made or broken on the willingness, effectiveness and timeliness of operational support. While the mission is primarily the development of DAQ systems, support and maintenance of those systems sometimes remains within the responsibility of the team. Developing and maintaining a clear understanding of support requirements between the team and the clients is thus very important throughout the life time of any product. 

· Follow good design, development and documentation practices (some projects will provide explicit guidelines on practices to follow). While balancing the time pressures and priorities to meet deadlines is important, those issues should in no way compromise on the quality of the solutions developed. Providing robust and performant solutions is an integral part of the primary mission.

· Frequently evaluate progress, commitments and priorities of all efforts and adjust as appropriate. The organization must remain agile so it can quickly adjust to changing priorities and requests, thus providing the best balance of progress on a diverse set of projects in a manner appropriately reflecting the current priority landscape. 

Resource Needs 

Material needs tend to be small for many of the DAQ activities. Some material purchases will be necessary so adequate test stands can be commissioned for developing and testing various DAQ and Control systems. As the NOVA DAQ effort progresses there will be a need to commission a larger test stand, which will need to be maintained through the early years of operation of the experiment. There will also be the need for a few VME single board computers and crates (for example MVME 6100) for development and support purposes for existing and future experiments. 

There currently are no material needs specifically for the Run II effort apart from VxWorks licenses (runtime licenses mostly) needed for support. Since these licenses are also needed for supporting the Main Injector and Tevatron Beam Position Monitoring systems, the licenses will remain necessary until these systems are decommissioned. If future efforts also require VxWorks licenses, the needs will be assessed at that time and licensing modified appropriately. Leveraging MVME boards from other activities should alleviate the need for reserving additional hardware.

No manpower resources are expected for Run II support through the end of the run. However issues may arise due to higher luminosity in the future which could change this situation. By the beginning of 2009 it becomes less likely any moderate to large effort would complete in time to be of use in Run II. Any bump in effort for Run II would have to come from a lower priority project or projects as determined at the time the effort is required. Since manpower levels will normally be low, the end of Run II is not expected to free up significant resources.

The Astrophysics manpower will be focused on the proposal and subsequent design and building of the SNAP Science Operations Center. The proposal phase is expected to require about 1 FTE through at least March of 2009, and may need to ramp up afterwards if successful.

The LHC at Fermilab remote operations effort is likely to remain static through 2009. 

In general effort levels on many projects will remain static or be ramping up over the next few years. There is also the possibility of new projects coming and going which would necessarily delay completion of existing efforts without the availability of additional manpower.

Effort for Nova is now expected to not start before June of 2009 and have to ramp up quickly to deliver a scaled down prototype system by February 2010. 

Progress Indicators

In general the reliability and performance of the delivered systems is the most important measure of operational success. Additionally it is also important to have fast resolution of operational problems -- otherwise even one issue could impact the overall success. Another indicator of success is whether milestones are achieved on time. While there is no specific number of issues per year, or turn-around time for fixing them, or adherence to milestones, all of these factors remain important but have different weights for each project. Therefore, progress is best measured as a combination of these factors as perceived by both management and the clients. 

Additional Information

All activities are subject to changing priorities within the division, laboratory and DOE. Some of these efforts are contingent upon successful Command Decision Reviews and that process can delay availability of funding and significantly impact scheduling of work. The main focus of the mission is on delivering performant, robust systems for experiments to use and operate. There is not a significant operational load on manpower or other resources, but instead the need to react to changing requests some of which can be foreseen and others which cannot. Thus manpower needs tend not to follow smooth upward, downward or level trends but instead reflect a more irregular saw-tooth pattern of peaks and valleys.  

