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Relevant Strategic Plans  - LHC CMS Strategic Plan (LHCCMS), Grid Strategic Plan
USCMS Grid Services and Interfaces Goals -  

· Ensure CMS can make efficient and secure use of Open Science Grid resources for user analysis, event reconstruction, data selection, and Monte Carlo simulation.   
· Ensure that CMS can transparently use the EGEE and the OSG infrastructures for data transfer and data processing.

USCMS Grid Services and Interfaces Strategies – 

· Grid Services and interfaces develops, supports and operates tools and techniques to facilitate efficient and secure use of the OSG resources for CMS including job submission services, data transfer interfaces, monitoring tools, accounting services, and auditing services.    
· This project also participates actively in the support and operations of the U.S. OSG facilities and works within the context of the OSG Integration Program to ensure interoperability, stability, and functionality of the OSG infrastructure.   
LHC/USCMS Grid Services and Interfaces
Objectives for FY09

Development  and Deployment Activities:

1. Complete glide-in development, testing, and commissioning

a. Roll out of glide-in WMS into operations

2. Lead the Generic Information Provider Improvements and the development of the end-to-end information services to ensure stable operations of the grid information services.

3. Interface CMS monitoring and dashboard information to US equivalents in OSG and US CMS Tier-1 facility as needed for operations and debugging.

4. Participate in the OSG Virtual Organization Services Development

5. Participate in the development of dCache tools for stable Storage Element operations.’
Milestones and Deliverables:
· 3/31/09: Glide-in WMS submission sites in production at Fermilab, US Tier-2s, and 2 sites in Europe:
· 3/31/09: Glide-in WBS accepted by  operations and maintenance support teams as part of the Fermilab joint project.

· 1/5/09: Initial deployment of US monitoring and dashboard in production for US CMS use. 
· 5/1/09: New version of information services delivered to VDT that is maintainable for the long term.
Metric Goals: 
· User satisfaction (measured by oral and written comments) with the Glide-in WMS.

· Execution of 50% of the CMS production and analysis jobs using Glide-in WMS. 
· Reduction in support effort needed for the information services – measured by the project.
Operations Activities:

6. Ensure all CMS grid services are properly accounted and auditable and tracked for availability to meet the security and monitoring requirements of the Tier-1 and Tier-2 sites

a. Continue monitoring and validation of the Gratia reporting and RSV  availability testing.
7. Together as a joint activity with US ATLAS support and maintain the Gratia WLCG reporting scripts. Ensure continued integration with the OSG information systems. Track the evolution of the WLCG reporting interface and needs..

8.  Deploy OSG releases to US-CMS Computing Facilities at a time frame appropriate for CMS.

a. Support the deployment of Tier-3 centers at US-CMS universities. Manage the activities of the new Tier-3 support FTE expected to be on board early in FY09.  

9. Lead the OSG Integration interoperability efforts to ensure interoperability of the OSG with the EGEE services for CMS and functionality of CMS specific services on the underlying OSG infrastructure. Structure testing between the EGEE PPS and OSG ITB infrastructures.
a. On-going program of work

10. Participate in CMS operational security activities interfacing to the Tier-1 facility and OSG security.
a. Participate in incident response activities of these teams.

b. Contribute to the development and deployment of operations tools and utilities to increase the effective ness of the operational security activities.
11. Support and maintenance for OSG security components

a. Provide operations support for GUMS and VOMS

Measures and Goals:
Priorities: The most important objective is to work on providing reliable grid services and interfaces that function at the scale required by CMS during the first run in the fall of 2008 and the beginning of the 2009 run. 

Staffing: The Grid Services and Interfaces project has reached the project budget for effort supported within the computing division.   In addition there are portions of 5.5FTE of effort at U.S. universities supported by the DISUN project and 0.5 FTE project support at the University of Nebraska (Brian Bockelman).
In total 3.25 FTE for Integration/Operations and 1 FTE for continued development and evolution of the software and procedures.
	
	Operations & Support
	Development
	Management

	Burt Holzman
	0.55FTE
	0.20 FTE
	0.25 FTE

	Igor Sfiligoi
	0.5 FTE
	0.5 FTE
	

	John Weigand (Contractor)
	1.0 FTE
	
	

	Anthony Tiradani
	0.75 FTE
	0.25 FTE
	

	Accounting from existing CD staff
	0.25FTE
	
	

	Security from existing CD staff
	0.25 FTE
	
	

	Brian Bockelman (Nebraska)
	0.3 FTe
	0.2FTE
	

	Ruth Pordes 
	
	
	0.1 FTE

	Totals
	3.6 FTE
	1.15FTE
	0.35FTE


· 
· 
· 
· 
· 
· 
Activity Reporting and Task Accounting:
Effort reporting to activities in this tactical plan are mapped to the task 55-55.01.05.01.04 OP-USCMS-SYSOPER

The activities, and people, reporting are:

GRID Grid Services / Accounting - CMS

GRID Grid Services / Information Systems
GRID Grid Services / VO Services / Deployment & Support

GRID Grid Services / VO Services / Development

GRID Grid Services / VO Services / Management
GRID Grid Services / WMS

GRID Grid Services / WMS / CMS

GRID Grid Services / WMS / CMS / Development

GRID Grid Services / WMS / CMS / Management & Outreach

GRID Grid Services / WMS / CMS / Support

GRID Grid Services / WMS / ReSS
GRID Grid Services / WMS / ReSS / Development

GRID Grid Services / WMS / ReSS / Management & Outreach

GRID Grid Services / WMS / ReSS / Support
LHC USCMS Grid Services and Interfaces (why are people like Mark Fischler, Simon Kwan, Rob Harris listed as possible reporters here?)

Change control: 

Scope and schedule changes for the grid services and interfaces work should be approved by the US-CMS level 2 manager, who is Ruth Pordes. (I suppose I should start to record this somehow?)
Risk Assessment:
1. Failure to deliver production quality services during data taking will have a major impact on the physics potential of CMS.

2. Failure to analyse and develop infrastructure to improve effectiveness of operations support will result in swamping and overload of the staff available.

