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Relevant Strategic Plans  - Strategic Plan for DAQ (DACSP)

Note: The Strategic Plan for DAQ defines a vision for DAQ activities in the division for the next four years. This tactical plan covers the subset of that vision that is believed achievable in FY09 given current staffing projections for DAQ related activities. 

DAQ Goal -  

· Provide performant, robust and well documented DAQ software and support.

· Provide expert advice and help in designing DAQ systems for experiments.

· Perform DAQ related design and software reviews for projects.

· Provide support for test DAQ systems as appropriate.

DAQ Strategy – 

· Position team for future DAQ projects by strengthening the DAQ development team and demonstrating the ability to work on multiple projects at one time.

· Continue to make strategic decisions on architectures to prepare for future projects and cross pollinate skills and tools experience. 

· Maintain a strong sense of self-esteem among team members by keeping them involved, encouraging peer cooperation and positive interactions, maintaining an open door policy, reminding members they are encouraged to speak freely, and demonstrating that the opinions of everyone on the team are important.

· Develop software with a forward looking perspective to see how re-use and leveraging of effort could provide solutions in multiple areas. 

· Supporting Linux kernel builds allows developers to cross train in embedded OS areas, and is well aligned for a future where embedded Linux is expected to have a larger role.

· Pursue CAMAC solutions that minimize future support loads but provide valuable support for legacy systems by providing a common interface. 

· Perform internal  reviews of requirements, design, software and testing of systems under development. 

· Leverage experience and knowledge of team members to enhance quality of delivered systems. 

· Respond to operational issues in a timely manner which properly reflects the priority of the project. 

· Follow good design, development and documentation practices (some projects will provide explicit guidelines on practices to follow). 

· Frequently evaluate progress, commitments and priorities of all efforts and adjust as appropriate.

DAQ

FY08 Accomplishments

1. Initial evaluation of Wiener SMART CAMAC controller completed. 

2. Proposal written on developing CAMAC USB to Ethernet adapter.

3. Provided linux kernel builds for embedded systems as needed.

4. Handled VxWorks licensing and support issues for the laboratory user base.

5. Provided support for TBPM and MIBPM systems.

6. Provided review and consultation for experiment DAQ systems.

7. Provided development effort for LHC at Fermilab remote operations effort.

8. Provided maintenance level support for the SDSS II DAQ system through completion of project data taking activities.

Not Accomplished in FY08

1. Completion of full testing of Wiener SMART CAMAC Controller.

2. Designing and building CAMAC USB to Ethernet adapter based on modifications of Nova Data Combiner Board. 

3. Providing any level of CAMAC driver support.

4. Provide development help for ILCTA effort.

5. Provide support and development for MTBF DAQ.

6. Nova DAQ software design and development.

7. Provide maintenance level support for Run II DAQ as no requests in FY08.

8. Provide design and development assistance to COUPP.

Objectives for FY09

1. Create general and embedded Linux kernel builds adapted for DAQ activities

a. Patch kernels for TRACE support.

b. Patch and build embedded kernels targeted for MVME5500 and MVME6100 boards.

2. Handle VxWorks support issues for the lab

a. Provide development support including debugging, usage, and kernel building.

b. Act as liaison for the laboratory with WindRiver Systems including coordination of licensing.

3. Provide support for TBPM and MIPBM software.

4. Provide review and consultations for experiment DAQ systems

a. Perform design reviews for experiment DAQ systems.

b. Provide consultation on writing of DAQ sections of experiment proposals. 

5. Complete final Wiener Smart CAMAC controller evaluation. 

6. Restart develop of the Nova DAQ software with a refocus on a minimal test system for the IPND in FY10.

7. Provide development effort for the LHC at Fermilab remote operations effort.

8. Take a proactive role in defining requirements, cost and schedule and proposal for the SNAP Science Operations Center.

9. Act as liaison between division and experiments and MTBF as needed. 

10. Provide support for the CRL.

DAQ/Experiment Software Development And Support/Neutrino/General Software

· Activity type: Ongoing

· Timescale:
Sporadic

· Milestones:
General solutions found to enable neutrino experiment DAQ systems to be built and operated.  

· Metrics:
Problems resolved and enhanced software delivered in a timely manner appropriate for the priority of the project.

DAQ/Experiment Software Development And Support/Neutrino/Nova Software

· Activity type: Ongoing 

· Timescale:
2017

· Milestones:
IPND commissioning in middle of FY09.

· Metrics:
Performant and reliable operations of Nova IPND and production detector. Progress toward completion of WBS activities compared to WBS schedule. 

DAQ/Infrastructure Software And Management/Applications & Drivers

· Activity type:
Ongoing 

· Timescale:
Sporadic

· Milestones:
Updated software released for use.

· Metrics:
Solutions provided for infrastructure related software in a timely manner consistent with the priorities of the projects using the software. Number of approved requests for help completed within initial estimate for resolving issue compared to the number that took significantly longer.

DAQ/Infrastructure Software And Management/Design & Review

· Activity type:
Ongoing 

· Timescale:
Sporadic

· Milestones:
Complete DAQ section for proposal documents written. Summary of review findings written and distributed. Feedback on impact of proposals provided.

· Metrics:
Type of comments received on quality of work. Number of findings related to work from review process.

DAQ/Infrastructure Software And Management/Kernels

· Activity type:
Ongoing

· Timescale:
Sporadic

· Milestones:
Release of successfully built and tested kernels.

· Metrics:
Reliability of kernels released. Number of supported platforms compared to number of platforms for which support has been requested and approved.

DAQ/Infrastructure Software And Management/MTBF

· Activity type:
New 

· Timescale:
Continuous

· Milestones:
Support and possible development of MTBF DAQ software for a successful commissioning of the system.

· Metrics:
High operational efficiencies and timely resolution of issues.

DAQ/Infrastructure Software And Management/VxWorks

· Activity type:
Ongoing

· Timescale:
Continuous

· Milestones:
License renewal process completed on schedule. Problem reports resolved. 

· Metrics:
Timely resolution to problem reports includes monitoring of TSRs. Completion of license renewals ahead of expiration of previous licenses.

Priorities: The most important objective is to remain flexible with respect to priorities and be able to dynamically adjust effort distributions to properly reflect the changing priority landscape. These priorities are coupled to the priorities on the experiment side and need to be considered within that larger context. The top priorities are in random order: MIBPM and TPBM support; VxWorks support; Nova; SNAP SOC proposal. 

Staffing: Staffing levels were reduced as a result of the FY08 Omnibus spending bill that was passed in December of 2007. Effort was reassigned to other high priority projects within the division, and in some cases will not free up again until late in FY09. Activities such as BPM support, CRL support, LHC at Fermilab, and SNAP should be covered in other tactical plans, but are called out here to illustrate the heavily matrixed nature of the DAC personnel pool. In order to meet all of the potential requests for projects the division and laboratory deem priorities, we estimate the following effort allocations:

· Applications & Drivers: P. Cooper 10%

· CRL support: S. Gysin 25%

· Design & Review: P. Cooper 5%; G. Guglielmo 5%

· Kernels: S. Foulkes 5%; R. Rechenmacher 5% 

· LHC at Fermilab:K. Biery 25%; 

  S. Gysin 45% (35% devel, 10% support)

· MIBPM Support: S. Foulkes 5%

· MTBF: P. Cooper 10%;

· Nova Software:New Hires 200% (starting in June 2009)

· Neutrino General: P. Cooper 10% 

· SNAP Science Operations Center Proposal: G. Guglielmo 80% (through March 2009)

· TBPM Support: L. Piccoli 5%

· VxWorks: S. Foulkes 20%

The plan reflects currently understood priorities and projects, any significant additions or changes may result in de-scoping, delaying or declining of some projects. 

Change control: 

The support for the MIBPM and TBPM projects is controlled through an MOU agreement with the Accelerator Division. Significant changes, or changes which would require significantly different levels of effort, would require amending the MOU and following the normal MOU process.  Changes to VxWorks support are a matter of Computing Division policy and the effort will be re-aligned to reflect policy changes as they happen. Changes regarding the MTBF facility support should be accomplished through the MOU process. Changes regarding the SNAP Science Operations Center proposal would need to be discussed with Erik Gottschalk and the Directorate as appropriate. 

Risk Assessment:

1. The VxWorks support provided is important to the laboratory mission. Support is provided to the Accelerator Division, Run II experiments and the Computing Division. A failure to adequately provide VxWorks in a timely could not only negatively impact Run II experiments, but the overall accelerator program at the laboratory. While the probability of risk is small, the potential adverse effects are large and effort would be pulled in from other activities if significant issues were not being resolved quickly.

2. Failure on the MIBPM or TBPM projects could adversely effect the performance of the Main Injector and Tevatron accelerators, negatively impacting the integrated luminosity goals for Run II which DOE is watching. Effort would need to be pulled in quickly from other projects if significant issues arose on these projects, however the TBPM system has been in production for over a year and performance and reliability are high. It is expected a similar level of performance and reliability will be attained in the MIBPM system also.

3. General support for  CAMAC and VME may be needed from time to time by Run II experiments (VME side), test beam experiments and the MTBF. Currently we no longer have CAMAC expertise in the DAQ and Controls Department and this poses a significant risk. Low level driver support was provided by an employee who transferred to the Accelerator Division in FY06. Investigation into building a smart CAMAC crate controller with the ESE Department to move driver support off of host level systems is planned. Until a solution to the driver support issue is achieved, there remains considerable risk of requests for CAMAC driver support causing project delays. 

4. The MTBF is important for the test beam program at the laboratory and problems with the DAQ infrastructure there would effect most if not all test beam experiments. Understanding the design of the current system and looking for ways to improve the reliability and performance for the future would reduce the risk of lost beam time to test beam experiments. This currently is not a high priority compared to other activities, and thus resolving issues would need to be accomplished with a limited level of effort over a longer period of time.

5. Inadequate preparation of the SNAP Science Operations Center proposal, and cost and schedule could negatively impact the chances SNAP will be selected by NASA. There is also a potential that the cost and schedule will be too aggressive and if selected the division and the laboratory would be responsible for cost and effort over-runs. 

