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Introduction
The purpose of this document is to determine which requirements outlined in “CD Accounting Requirements” (doc # CD-doc-3191-v1) are met by the current Gratia software.    Each requirement defined in that document will be discussed, and following the discussion the requirement will be described in terms of one of the following categories: 
Meets Requirements – Gratia fully meets the stated requirement
Partially Meets Requirements – Gratia meets some of the stated requirement
Does Not Meet Requirements – Gratia does not meet any of the stated requirement
For Partially Meets Requirements and Does Not Meet Requirements, there will be an additional tag that describes whether the Gratia infrastructure supports this requirement.  For example, the Gratia infrastructure supports the development of plugin modules (called probes) to report information to the central Gratia database.  Requirements that can be met by the development of a probe would fall into the Does Not Meet/Infrastructure Supports category.   Requirements that would require changes to the core Gratia code or schema definition would fall under the Does Not Meet/Infrastructure Modifications Needed.   


CD Accounting Requirements

I. Raw Data

Must be able to collect data based on system process information.
Raw system level process data – information collected from pacct such as real and user CPU, memory usage, and real time data.   Non pacct information such as I/O usage and network usage would also be useful.
The Gratia system supports the processing of UNIX pacct information via the PSACCT probe.  The PSACCT probe reads psacct generated files and coverts them to usage records that are sent to the Gratia collector.  Probes are available for a variety of flavors of UNIX, including Linux and SunOS.  
The dcache probe collects data transfer data, but other sytem information such as I/O usage and network usage would require the development of probes for the specific tasks.
Conclusion:  Partially Meets/Infrastructure supports 
Must allow for the definition of abstract service level metrics.  Traditional accounting was based on CPU usage or batch job slots used and must be expanded.  Some examples:
Number of physics events processed
Number of conferences/meetings created on an Indico server.
Number of emails processed through a mail server.
Number of hits on a web server

The Gratia system currently has no probes developed to report on abstract service level metrics, however the underlying database schema does allow for such a probe to be developed by utilizing fields in the current database schema.
Conclusion: Does Not Meet Requirements/Infrastructure Supports
Type of processors and ability to assign a numeric rating (i.e. SpecINT2000K) This allows the ability to “charge” a different rate depending on the amount CPU cycles. (Must allow data to be collected and stored in different units over time, e.g. SpecINT2000, 2006, MIPS, etc.)

The Gratia probes today identify the processor by type and provide a mechanism to assign a numeric value for differential charging. 
Conclusion: Meets Requirement
Raw data collected and aggregated with a minimum of a one day granularity level.

Gratia collects all data sent from probes, therefore exceeds this requirement.
Conclusion: Meets Requirement
Must provide an interface to allow importing accounting data from other sources such as other accounting systems, batch systems, etc…
Gratia allows for the collection of data from arbitrary software agents (probes), and the database schema allows for the collection of specifically tracking batch oriented processing.  
Conclusion: Meets Requirements



Must retain hardware definition history data to allow for renormalization of historical data (see renormalization point under “Reporting”)
Each psacct record contains a string description of the CPU (‘Pentium 4 1.6 GHz’).  This information can be used as a historical record and used for renormalization.  Renormalization the units is supported by updating the table containing the connection “string description” to a normalization factor.
Conclusion: Meets Requirements
The accounting system will allow for the determination of assets by auto discovery.  The data collection system is sufficient to determine the inventory of assets; however the system should not preclude using other sources of data.
Receiving a message from a probe running on a new asset that has not been heard from before (new asset).
Not hearing from any probes on a known asset for some period of time (asset gone).

Gratia currently defines the inventory of assets as those that are currently reporting to the Gratia system.   The meets the main bullet point of this requirement, however Gratia does not have a way to know that an asset has been removed (not hearing from a probe for some period of time).
Conclusion: Partially Meets  Requirement/Needs Infrastructure Modifications
The accounting system will allow for the determination of assets by a published interface:
Allows for manual additions and removals of assets
Allows for the development of a method to import data from an external asset management database.   	

Gratia currently is only able to discover assets when a probe reports activity.  No published interface currently exists to allow for manual additions and removal of assets, or a way to import data from some external management database.
Conclusion: Does Not Meet Requirement/Needs Infrastructure Modifications





II. Summary Data
Summary data is aggregated at minimal granularity of one week.
Summary data is aggregated at a granularity of one day in Gratia today.
Conclusion: Meets Requirement
Must provide ability to aggregate raw data and relate it to a user and/or group
Gratia currently stores the user id in the job usage record table of the database; therefore it is possible to aggregate job data based on a user.  The concept of groups can be implemented by reusing the VO(Virtual Organization) field in the current database scheme.  What is missing is the ability to easily create groups through some UI.   The conclusion is that the minimum requirements are met, however without some easy to use interface to define the groups it is less than ideal. 
Conclusion: Meets Requirement
Must provide the ability to aggregate information and relate it to a set of hosts – i.e. the ability to define a cluster of one or more hosts.
Currently Gratia does not store information about hosts or clusters in the database.  The JobUsageRecord does store the hostname, but it is simply a text field that has no further information (such as the concept of belonging to a cluster) other than the name of the host.  It is possible to define a cluster by using a field in the schema that is used to identify the farm cluster, thus Gratia does support this concept at the most basic level.  However, it should be noted that sub-clustering is not supported.  
Conclusion: Meets Requirement
Data must be verifiable(auditing)
There must be a way to prove the accuracy of summary calculations based on raw data collected over the past 30 days.
Since the raw XML data from the probes is preserved for more than 30 days, reprocessing is possible.
Conclusion: Meets Requirement



There must be a way to back-apply changes in data or algorithms.  This ability is limited to the most recent 30 days.
Since all XML raw data from the probes is stored, it is possibly to make changes in the data or the software and reprocess.
Conclusion: Meets Requirement
Data retention policy that allows for the ability to retain coarser grained data for longer periods of time.  
For example, keeping 6 months of weekly data, 24 months of monthly data, and so on.
Gratia currently does not “roll up” data simply because the space requirements for storing the summary data are manageable.  Assuming that the purpose of this requirement is to store sufficient history while limiting storage space requirements, then Gratia meets this requirement by rolling up daily data. 
Conclusion: Meets Requirement
System must have the ability to import or calculate summary data from data collected by other systems in the past. Such data must be converted to suitable format before importing.
The purpose of this requirement is to avoid losing Gratia collected data if some other accounting system is used, therefore it is not applicable to Gratia. 
Conclusion: Meets Requirement



III . Reporting
Common reports must be provided by the system in “canned” way with some ability of customization. 

There are a wide variety of canned reports available, and new reports can be created using the BIRT interface.  
Conclusion: Meets Requirements
Ability to export reports into commonly used formats such as xml, csv, etc…

Using the latest Gratia version with the latest BIRT viewer framework, reports can be exported to all commonly used formats.
Conclusion: Meets Requirements
Some ability to create report formats “on the fly”.  To support this functionality, the system will provide a minimal but sufficient description of the database schema (e.g. a list of columns).  Examples of “on the fly” reports included at a minimum:
Ability to select fields to display
Ability to define a field to sort on.

A custom SQL query is available; however determining which fields to select or sort on dynamically is not available.

Partially Meets Requirements/Infrastructure Supports


Reports to facilitate trending analysis must be provided.   Functionality must exist for projections and trending.

The reports supplied by Gratia today can be used for projections and trending.
Conclusion: Meets Requirements
Must be able to renormalize data base on new measurement units.  For example, the ability to convert SPECint2000 numbers to something else.  In order to accomplish this, historical hardware definition data must be maintained.
Given that the raw XML data from the probes is stored as a string in the database with the description of the hardware in the record, reprocessing based on new measurement units is supported by the infrastructure.  Since the raw data is stored as an Oracle string, there is a web based interface to update the normalization factor if needed.    
Conclusions: Meets Requirements
Must provide easy access to display the capacity of the system as defined by the accounting system.  
Gratia does not explicitly display the capacity of the system in any form, although it can be inferred.

Conclusion: Does Not Meet Requirement/Infrastructure Supports

Summary data will be aggregated over clusters, not individual computers. A cluster still may consist of a single computer. Cluster definitions may be nested with the ability to drill down cluster views.
As mentioned earlier, clusters are supported by using the farm name field in the database, however subclusters are not supported.
Conclusion: Does Not Meet Requirements/Infrastructure Modifications Needed



IV . Interface to Data	
SQL level access to summary data.
Gratia reporting allows for users to create custom reports based on raw SQL queries.
Conclusion: Meets Requirements

Authorization policy that allows for varying levels of access to data.
There is no authorization levels that allow certain users to certain data.  This requirement as stated is almost boundless, and is very difficult to determine what exactly is being asked.
Conclusion: Does Not Meet Requirements/Infrastructure Modifications Needed



V. Performance/Maintainability
Accounting system must not use > 5% of system resources (CPU, memory, disk space)
The only software installed on the processing nodes is the Gratia probes, which are very light weight and impose very little demands on the system.
Conclusion: Meets Requirements
Data owners should have an interface to allow for changes in resource definition
Gratia provides an interface to allow for changes in resource definitions.
Conclusion: Meets Requirements
Client software that is designed for installation on all worker nodes should be encapsulated in design, have an automated updating system, with the capacity to preserve local configuration files across updates, and have a mechanism to notify system administrators if incorrectly configured.
The current packaging mechanism in Gratia falls short of these requirements.  There is nothing in the infrastructure of the software that precludes a more robust packaging system if desired.
Conclusion: Does Not Meet Requirement/Infrastructure Supports

Summary
27 requirements were identified during the initial round of requirements definition.  The following table summarizes the number of requirements put in the various categories.




This is included simply as a reference; it is a very general view of the work that would be involved to upgrade Gratia to meet the stated CD Accounting Requirements.  In general, it can roughly be assumed that the hardest changes require infrastructure changes (DNM/Infrastructure Does Not Support).
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