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Relevant Strategic Plans - Strategic Plan for CMS and LHC

US CMS Grid Services and Interfaces Goal –
· Ensure an effective, efficient US CMS distributed facility in support of CMS physics. 
· Make US CMS Facility contributions to the Open Science Grid resources to ensure effective, robust use of the OSG by CMS physicists. 
· Ensure that CMS can transparently use the EGEE and the OSG infrastructures for data transfer and data processing.
· Prepare US CMS for any changes due to the transition to EGI.
· Contribute to the definition and design of the future Architecture of the OSG.
· Contribute to the work towards the future of OSG after the end of the current project lifecycle. 

US CMS Grid Services and Interfaces Strategy – 
1. Develop, support and operate distributed computing infrastructure to make efficient use of the CMS dedicated and opportunistic resources through the OSG common grid infrastructure. This includes the use of processing resources for simulation, analysis, and event reconstruction as well as the delivery of data management components to make efficient use of distributed storage resources.
2. Undertake leadership and supporting roles in various organizations, including the Open Science Grid, and evolving the organization to build acumen in applicable techniques.
3. Partner and collaborate with other significant contributors in developing and deploying distributed computing middleware and production facility capabilities.
4. Work with other departments in CD to facilitate the deployment of grid software and its operation and support.
5. Collaborate with computer science, mathematics, and domain science groups in the DOE Office of Science and the NSF to advance the state of the art, improve the effectiveness and mitigate the risks associated with open science distributed computing

FY09 Accomplishments
· Glide-in WMS submission sites in production at Fermilab, US Tier-2s, and many sites in Europe:
· Glide-in WBS accepted by operations and maintenance support teams as part of the Fermilab joint project.
· New version of information services delivered to VDT that is maintainable for the long term.
· User satisfaction (measured by oral and written comments) with the Glide-in WMS.
· Execution of 50% of the CMS production and analysis jobs using Glide-in WMS. 

Not Accomplished in FY09
· Deployment of US monitoring and dashboard in production for US CMS use. 
· Reduction in support effort needed for the information services.


Objectives for FY10 
1. Meet scalability and throughput needs of CMS in all services  with respect to data distribution, access and job submission and execution.
2. Stable operations of and increased contributions from the US CMS Tier-3s.
3. Stable operations of GlideinWMS.
4. Reduction in effort needed at each Tier-2 for support of a WLCG compliant Storage Element through the deployment and support of Hadoop.
5. Stable operations of GIPs and information services.
6. Improved monitoring and troubleshooting capabilities on the US CMS distributed facility. 
7. Movement towards reduction in support effort needed for security infrastructure, grid middleware installation and operations.


Activities and Work Definition

Activity = US CMS Grid Services/US CMS Grid Services and Interfaces
· Activity type:	Service
· Description:	Support and operations driven by customer requests
· Timescale:	Continuous
· Milestones:	------	
· Metrics	Successful support of US CMS distributed facility grid services and interfaces.

Priorities: 
1. The highest priority is the robust operations and timely problem response to operations of the US CMS distributed facility. 
2. The second highest priority is to evolve the technologies, interfaces and services of the US CMS distributed facility for the future needs of CMS, and the interoperation of EGEE, EGI and OSG.
3. The third highest priority is to contribute to and influence the OSG in order to ensure the sustenance of the project for the next phase of support for CMS.

Staffing Issues:  
Effort continues to be shifted to support and operations for US CMS in FY10. Staff in thi area continue to make contributions to joint efforts whose plans are included in the Grid Services Tactical Plan. For example, US CMS continues contributions to the Gratia program of work, operational grid security and, besides leadership of the GlideIinWMS project,  has new contributions to an NSF funded proposal CorralWMS in collaboration with the University of Southern California, IS. Additional help and support for the US CMS Tier-3s may be needed. Several members of the team contribute to the operations support of the Fermilab Tier-1, in particular with respect to Condor software and operations. 

Change control:
Changes proposed will be communicated to and authorized by the Level 1 manager, Ian Fisk.  Scope and schedule changes will be identified by Burt Holzman. He will alert US-CMS level 2 manager, Ruth Pordes, and the US-CMS Facilities level 2 manager, Jon Bakken and after discussion and agreement the Level 1 manager will be involved.
Risk Assessment:
1. Failure to deliver production quality services during data taking will have a major impact on the physics potential of CMS.
2. Failure to deliver a robust, production CMS distributed facility in the USA will have an extremely detrimental effect on the value accorded to US contributions to the CMS collaboration.
3. Failure to analyze and develop infrastructure to improve effectiveness of operations support will result in swamping and overload of the staff available.
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