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Relevant Strategic Plans – Strategic Plan for Central Services
Web & Collaboration Services Goal – 

· Provide robust, stable, and secure centralized web and collaborative services.

· Increase the level of support and security for centralized web and collaborative services.

· Provide service based on ITIL policies.

Web & Collaboration Services Strategy – 

· Create better automation tools for security checks and auditing.

· Remain proactive in understanding against new web related threats.

· Encourage users to use the centralized web and collaborative services

Central IT Services/Web & Collaboration Services
Accomplishments for FY09
1. Maintain the central web infrastructure.  Scope includes normal yearly expansion of existing infrastructure, routine upgrade to keep pace with technology, & troubleshooting support.

2. Ensure that central web servers conform to security baselines.
3. Upgrade SUN Central Web Server hardware to UltraSparc T1 processors and Solaris10.

Not accomplished in FY09
The following task was not completed after a thorough security review.  
1. Migration of existing Indico/Plone/Web services to using the central LDAP authentication service as necessary. – This was not completed because it was discovered that without forcing every website over to SSL, there was no way to guarantee that the connection between the browser and the LDAP server would be encrypted at every step.  This opened the LDAP server being compromised.  Additionally, the Indico, Plone, and Central Web Servers all have non-Fermi people that need access to those website, and there is no policy for including non-Fermi people into the currently Fermi-only LDAP authentication database.
The following tasks were not accomplished due to insufficient effort:

1. Investigate migration of central Apache to Linux servers. – Higher priority tasks took precedence early in the year and when the time was available to work on the project, the servers were no-longer available as the Remedy project procured them to launch the new Service Desk.

2. Investigate upgrade of Indico to use a Linux HA cluster. – No hardware was available to perform the tests and there was insufficient time available to start an investigation.
3. Assist in SharePoint deployment.  – Insufficient skills, time, and effort were available to push this project past the pilot stage.  In addition, the hardware was not acquired until later in the fiscal year and the servers were not configured for production use until late August.  This project is currently on-going.
Objectives for FY10

1. Maintain the SUN Central Web Service infrastructure.  Scope includes normal yearly expansion of existing infrastructure, routine upgrades to keep pace with technology, & troubleshooting support.

2. Ensure the Central Web Service continues to conform to security baselines.

3. Merge the Indico and Jabber Services onto a single HA Linux Cluster.

4. Upgrade Plone software and hardware and place behind the F5 to allow automated failover.
5. Launch SharePoint as a production service.
6. Investigate migration of SUN/Solaris Central Web Service to a Linux based service.

7. Migrate the web servers off of the Cisco ACE router and onto the F5 BIG-IP Router.

8. Investigate and test desktop video conference technology to include multiple platform, web conferencing including client/server applications.

9. Provide infrastructure support for on-site collaboration, such as EVO.

10. Investigate enterprise solutions for unified communications (IM, detection presence, etc), H323 with VoIP Pilot Project, SIP codecs, and 3G technology.

11. Contracted services or summer student for web page support and user documentation.

12. Maintain video conference management server and equipment using manufacturers’ certified support program.

13. Contracted services to investigate and implement monitoring of conference room systems and provide metrics and statistics. 

14. Provide preventative maintenance for CD conference room projectors.

15. Provide spares and supplies for video conference rooms and desktop collaboration tools. 

16. Investigate possibility of HD video and codec upgrade in the FCC1 conference room using subcontracted services.
Web & Collaboration Services/www/General Support
· Activity type:
Service & Support - Ongoing 

· Timescale:
Continuous

· Milestones:
------


· Metrics:
Service request  times – target 1 business day

Web & Collaboration Services/www/Apache-to-Linux Investigation
· Activity type:
Project - New 

· Timescale:
Start:  June ’10; End: Oct. ‘10
· Milestones:
Initial install/Investigation June  ‘10
Web Town Hall Meeting/Review Nov. ‘10
· Metrics:
------
Web & Collaboration Services/Indico HA – Jabber Migration

· Activity type:
Project - New
· Timescale:
Start: Jan ‘10;  End: May ‘10
· Milestones:
Acquire Hardware – Jan ‘10

Install/Test hardware – Feb ‘10
Configure software with automated failover – Mar ‘10

Migrate Indico to new hardware – Apr ‘10

Migrate Jabber to new hardware / SERVICES domain – May ‘10

· Metrics:
------

Web & Collaboration Services/Plone Upgrade

· Activity type:
Project - New
· Timescale:
Start: Jun ‘10;  End: Sept ‘10
· Milestones:
Acquire Hardware – Jun ‘10

Configure software with automated failover – Jul  ‘10

Evaluate sites that can be migrated to latest Plone version – Aug ‘10

Migrate sites that are able to be moved to latest version – Sept ‘10

Support – Continuous after Production Launch

· Metrics:
------

Web & Collaboration Services/SharePoint

· Activity type:
Project - Continuing from FY09
· Timescale:
Start: Oct, ’09;  

· Milestones:
Complete Project Plan document – Oct ‘10
Project Plan will list out target dates, and requirements

Reverts to Service once in Production
· Metrics:
------

Web & Collaboration Services/Video Conf/Desktop
· Activity type:
Service - Ongoing

· Timescale:
Continuous

· Milestones:
Acquire HiDef H323 software Nov. ’09



Install/test H323 HD hardware/software Dec. ’09 



Set up HD desktop demo systems Jan. ‘10


· Metrics

-------

Web & Collaboration Services/Video Conf/Infrastructure

· Activity type:
Service - Ongoing

· Timescale:
Continuous

· Milestones:
EVO Server in production Oct ‘10


· Metrics

-------

Web & Collaboration Services/Video Conf/Investigations
· Activity type:
Service - Ongoing

· Timescale:
Continuous

· Milestones:
Investigate wireless microphone replacement Oct ‘09

Acquire wireless microphone system as spare for onsite conference rooms Nov ‘09


· Metrics

-------

Web & Collaboration Services/Video Conf/Operations/Contracted services 
· Activity type:
Service - Ongoing 

· Timescale:
Start: June, ’10; Complete: August, ‘10
· Milestones:
Investigate need for seasonal hire Feb’10 

Apply for seasonal hire Mar ‘10
Create plan/goals for seasonal hire Apr ‘10


· Metrics

------

Web & Collaboration Services/Video Conf/Operations/Maintenance
· Activity type:
Service - Ongoing 

· Timescale:
Continuous

· Milestones:
Polycom Gold Seal maintenance renewals due Oct. ‘10


· Metrics

------

Web & Collaboration Services/Video Conf/Operations/Monitoring and Metrics
· Activity type:
Project - Ongoing 

· Timescale:
Start: June, ‘10
· Milestones:
Investigate solutions Dec. ‘09

Review with Network Services Mar ‘10

Implement test May ‘10


· Metrics

------

Web & Collaboration Services/Video Conf/Operations/Spares & Supplies
· Activity type:
Service - Ongoing 

· Timescale:
Continuous

· Milestones:
------


· Metrics

spare misc. replacement supplies for videoconference rooms target:

1 day
Web & Collaboration Services/Video Conf/Room Appt/Contracted installation services
· Activity type:
Project - Ongoing 

· Timescale:
Start: October, ’09; Complete: September, ‘10

· Milestones:
Installation – 90 days after arrival of parts 


· Metrics
Installation completed 4-5 days
Priorities: For FY10, there are 4 High Priority tasks:

1. The hardware to run a production SharePoint instance has been installed and configured.  The project group, which collapsed during the recent reorganization, has been reformed, and progress is being made to complete the Project Plan and move SharePoint to a production level product as quickly as possible.  A lack of experience with the Microsoft SharePoint Product and a lack of experience in programming for the Windows environment is causing delays, however.  The proposed consultant will be used to overcome this experience gap, get us launched to a production state and train the support staff on how to support and manage the SharePoint service.
2. Ongoing maintenance and support of the central web service (Apache, IIS, Plone, Indico,DocDB).  These sites include the main fnal.gov web site, the computing division web site, experiment sites, scientific Linux, etc. Inadequate support for these sites could lead to service outages or data loss.  Current count of websites is as follows:

a. Apache sites: 175

b. IIS sites: 28

c. Plone sites: 80
d. DocDB sites: 24

e. Lotus Domino: 3  

f. Indico: 1

3. For the video conference side of the house, a high priority is gathering requirements and cost estimates to upgrade the FCC1 conference room to support  high definition video.  The videoconferencing  codec is at end- of- life as well as end-of-life for support and maintenance. The investigation and implementation of monitoring and metrics is the next highest priority. 

4. The first town hall meeting for central web services was help in Q1 08. At that meeting there was a very strong push by a very vocal minority to move from Solaris Apache server to Linux Apache servers; this call has only grown stronger since the FNALU Solaris servers were turned off.  Combine this with the call from a number of experiments to take over the Linux based web servers so their data can continue to served, there is a need to get a Linux Service up and available so we can handle the influx of Linux web customers.  Making this move allows site-maintainers to be able to use readily available Linux rpms versus re-compiling for Solaris or using the now unsupported UPS/UPD infrastructure.  It is known that not all of the existing Solaris websites can be moved; there are over 15K CGI programs on the Solaris CWS going back as far as 1999.  The Linux CWS will be for sites that can be migrated and all new website requests.  Migrating to Linux can prove to be a very labor intensive porting effort.  We will be installing a Linux server to investigate exactly how much “breaks” should we move to a Linux infrastructure and to better estimate what the effort required to migrate the existing 175 Solaris based Apache sites.
There is 1 Medium Priority tasks for FY10:

1. The current Indico service provides failover using an active/passive configuration.  Files on the active server are copied to the passive server.  Since files are copied asynchronously, it is possible that a failover could occur and there be a loss of data.  We propose investigating different clustering options for Linux servers and, provided that we can find one that is reliable and maintainable, will implement this HA cluster for the Indico service.  We plan on leveraging existing knowledge within CDF/DO as well as the DBA group who already have some type of Linux HA cluster.

We also will move the Jabber Instant Messaging service onto the HA Linux cluster.  By consolidating these two services onto a single cluster, we will eliminate maintenance costs on a pair of servers and ensure that the Jabber Service remains stable.
T here is 1 Low Priority tasks for FY10:

1. Adhere to the security baseline for Apache.  This is an ongoing effort and has, over the past 3 years, been the first project to be bumped for other higher priority projects.  The Central Apache servers are secured, but the DocDB, Indoco, and Plone servers are not 100% secure.  There is additional work that must be completed in order to conform 100% to the apache security baseline.  Many of these items are deal more with standardizing configuration files and data logs.

Staffing Issues: For FY10, 3.25/5.00 FTE’s will be utilized as follows: (only reflects a portion of WCS’s FTE utilization, see the UCS Tactical Plan for remainder of our efforts)
Central Web Service/Plone/Indico/DocDB  (0.80 FTE) (Down from 2.35 last year)
1. John Inkmann (0.40 FTE)

2. Kevin Hill (0.30 FTE)

3. Peter Rzeminski (0.10 FTE)

Lotus Notes & Domino/Org Plus/CCH TeamMate Auditing Software (0.50 FTE)

1. Don Flynn (0.50 FTE)

SharePoint Service (0.70 FTE)
1. New Hire from Craig Mohler’s group (0.50 FTE)

2. Peter Rzeminski  (0.20 FTE)

IIS Service/Domino Web Service (0.15 FTE)
1. Don Flynn (0.10 FTE )

2. Peter Rzeminski (0.05 FTE)

Video Conference Service Support (1.00 FTE)
1. Sheila Cisko (0.75 FTE)
2. Contract Employee or Summer Student (0.25 FTE)

NGOP Server Monitoring Service (0.10 FTE)
1. John Inkmann (0.10 FTE)
Change Control:

Changes or delays in the staffing requirements will affect effort available for projects outside of general maintenance.  This includes the effort required to support the SharePoint and LDAP migration projects.
Risk Assessment: 
1. Maintain the SUN Central Web Service infrastructure.  Scope includes normal yearly expansion of existing infrastructure, routine upgrades to keep pace with technology, & troubleshooting support.
Inadequate effort or support in maintaining the central web infrastructure could result in a service outage or security breach.  A significant amount of effort is spent consulting with web content managers to ensure that the content placed on the web servers does not circumvent the security of or jeopardize the stability of the central web servers.

2. Ensure the Central Web Service continues to conform to security baselines.
Inadequate staffing can result in the central web service not complying with security baselines by the DOE deadline.
3. Merge the Indico and Jabber Services onto a single HA Linux Cluster.
The Indico servers are near the end of their Dell Warranty period.  The warranty period for the Jabber server ended 2 years ago.  The Jabber server has no failover or backup so if it were to fail, the only way to restore the service to find a new server in the surplus inventory.  Failure to move to the new hardware and the HA Linux cluster could potentially cause the loss of two services.
4. Upgrade Plone software and hardware and place behind the F5 to allow automated failover.
The Plone servers are nearing the end of their warranty period and the software is at least one to two major versions behind the current release.  Failure to upgrade the hardware could cause a loss of service.  Failure to upgrade the software could cause known vulnerabilities to unpatched software bugs.
5. Launch SharePoint as a production service.
Inadequate knowledge of the SharePoint software exists at Fermilab as a while.  Without assistance from SharePoint expert in the form of a FTE or temporary contract Employee, the SharePoint project will, at best, not be available for at least another year, or at worst, be rushed into production in a state that will cause users to abandon it as a service because of lack of support, infrastructure, and expertise.
6. Investigate migration of SUN/Solaris Central Web Service to a Linux based service.
The Solaris Central Web Service is the #3 oldest web service on the planet and it is starting to show its age.  The underlying software on the UPS/UPD service is barely supported and rarely if ever updated.  The software packages and versions customers are requesting are not available because there is nobody to create and deploy the updated package.  Additionally, with the FNALU cluster shutdown, there is no longer a place for web authors to compile/test their scripts for the Solaris Central Web Service as there are only Linux servers available.  With the eventual goal of moving the Central Web Service to a Virtualized Linux cluster, the research needs to be done to see how much effort has to be put forth into migrating the 175+ websites we host from Solaris to Linux.  Failure to do the work now means we will be forced to rush it at a later date, potentially breaking a large number of websites, many of them long running experiments for the lab and beyond. 
7. Migrate the web servers off of the Cisco ACE router and onto the F5 BIG-IP Router.
The Cisco ACE is owned by the network group and they no longer wish to support it as a service.  Migrating to the F5 must be performed or the Central Web Servers will cease to have an external network connection.
8. Investigate and test desktop video conference technology to include multiple platform, web conferencing including client/server applications.
Collaboration technologies at the desktop are important for lab on- and off-site users to easily, efficiently and effectively communicate.
9. Provide infrastructure support for on-site collaboration, such as EVO.
Support for a server will provide on-site users with local connections to EVO.
10. Investigate enterprise solutions for unified communications (IM, detection presence, etc), H323 with VoIP Pilot Project, SIP codecs, and 3G technology.
Technology investigations are important to help facilitate communications between globally disperse laboratories and experimental communities. 
11. Contracted services or summer student for web page support and user documentation.
Subcontracted or summer help for web page support or the creation of online tutorials will improve users’ self help for troubleshooting purposes and to access information about collaboration technologies.
12. Maintain video conference management server and equipment using manufacturers’ certified support program.
The division’s video conference systems and management server software are covered by a program which provides technical support, software updates and hardware replacements. Without this program we could lose time locating and procuring replacement hardware and would have to pay separately for firmware updates.
13. Contracted services to investigate and implement monitoring of conference room systems and provide metrics and statistics. 
Without automated monitoring and metrics we lack precise utilization statistics and information about on site video conference devices.
14. Provide preventative maintenance for CD conference room projectors.
DecisionOne provides timely support for lamp replacement and filter maintenance for on-site ceiling mounted projectors, including Computing Division owned projectors.
15. Provide spares and supplies for video conference rooms and desktop collaboration tools. 
Spares parts such as cables and connectors are needed in case of damages in conference rooms. Spare supplies such as cameras and video systems support division rooms and desktops. 
16. Investigate possibility of HD video and codec upgrade in the FCC1 conference room using subcontracted services.
The videoconferencing codec in FCC1 is at end- of- life as well as end-of-life for support and maintenance. The industry is moving to high definition H323 and an upgraded system will support H239 (simultaneous video and data). Loss of funding for contracted installation services would cease or severely limit future video conference room appointments. 
