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Relevant Strategic Plans - Strategic Plan for Enterprise and Collaborative Systems  
Goals - 
Provide a stable, professional operation for laboratory scientific and information systems databases, with maximum uptime and technical support.  
Strategy - 
· Develop stronger expertise and support for scientific and information system databases.  
· Provide a database infrastructure which can support both the scientific and information database needs.
· Monitor systems with either Oracle specific tools (OMS) or home grown tools to support a stable database environment.
· Develop long-range “SAN” solution and migrate databases to a SAN environment as applicable.
· Encourage use of Open Source databases providing a Generic environment for future experiments. 
· Learn more about the capabilities of Snapshot technology to give developers a place to test.
FY 09 Accomplishments 
1. Maintained a stable database environment.
2. Kept. Oracle DB Security Patches up-to-date
3. Upgraded databases to 10.2.0.4
4. Moved several databases to SAN areas.
5. Completed Snapshot of the D0 Luminosity Schema
6. Deployed new CMS WMBS box and schema 
7. Facilitated OID  Deployment 
8. Deployed New NetApp D0online Box
9. Deployed New D0 Offline Production Box
10. Deployed New CDF Offline Production Box
11. Completed disk capacity planning
12. Tuned applications. 
13. Completed Proof of Product for ASO 
14. Deployed new D0online boxes and clustering software.
Not Accomplished in FY09 
1. Full deployment of Snapshot, we did several tests but we need to purchase the software and have a plan in place.
2. ASO deployment – Proof of product but we ran into an Oracle bug associated with database links. Effort continues to work with Oracle.
3. Move off obsolete equipment. 
4. Move to San environment.
Objectives for FY 10
Database Operations
Support and maintenance activity for database infrastructure - Scope includes normal support and maintenance of existing infrastructure, routine upgrades and patching to keep boxes stable and secure.   Support running experiments and information systems databases at appropriate levels. Maintain a database uptime per SLA.   The percentage rate for uptime on mission critical production databases will vary depending on SLA and their commitment to up-time.  In addition, the system hardware will also help dictate up-time needs.   All databases will follow the baselines written, and we will provide support to the database user community to help insure a stable, performing, and smooth running environment. 
Database Support
Oracle and Postgres are 1st tier databases and MS-SQL and MySQL as second-tier databases. As clients approach us we will understand the pros & cons for Oracle and Open Sources database options.  We will gather information about what the customers needs and select the appropriate database as per the findings.  The legacy systems will proceed with Oracle and there may be an occasion for new experiments to use Oracle, but an analysis regarding appropriate database technology will be performed for all new customers.   
Oracle Support 
Support production, integration and development of Oracle database information systems. Configure, tune, test, and maintain databases.  Coordinate effort with application team for reviews of data modeling and database queries. Develop tools for operating, and monitoring of databases.   Perform and Define Oracle database backup and recovery.  Install and configure Oracle Internet Directory (oid), for Oracle v10 dbs specifically starting with the ESH databases.  
Open Source Database Support. 
Support production, integration and development open source database information systems. Configure, tune, test, and maintain database.  Coordinate effort with application team for reviews of data modeling and database queries as necessary. Develop and procure tools for operating and monitoring of databases.   Perform and define database backup and recovery.

Kerberize Oracle using Advanced Security Option.
[bookmark: sthref392]Enable the Oracle database server to validate the identity of clients that authenticate themselves using Kerberos and in addition configure cron jobs with Kerberos authentication.  
SAN Technology
Continue Deployment of the 3par San technology, a high availability database disk storage array.  Continue testing, standardization and configuration of 3Par product to optimize additional hosts and database instances.  We need to confirm that the current SAN technology can support these moves.   We have been experiencing some slowness both with our SAN and NAS deployment and we our working with the Storage Team to improve this situation.   As a result, of this initial effort we are deploying 2 disks arrays for the D0 Offline Production and the CDF Online Production boxes.   Most recently, we are starting to investigate the Blue Arc NAS technology which support a dozen or so database backups,  we are starting to experience some slowness here as well.    
Snapshot Technology
Take advantage of the snapshot technology that is bundled with SAN deployment.   Support snapshots to perform such tasks as database cloning and data protection.
Upgrade Postgres Databases. We support 2 general purposes boxes that house infrastructure postgres databases and are currently running v8.2.3.   Define a project that would upgrade both the development and production environment.  
Deploy new boxes for MySql Databases, and upgrade MySql databases.   Currrently, deployment is incomplete and unstable.  
Monitoring to support Operations 
Customers are now required to download and install something called Oracle Configuration Manager (OCM), which will gather their system/database configuration information automatically, and forward it to Oracle Support on their behalf.   We need to understand this tool and define all plan to move in this direction.    In addition, we have in-house that need to be retrofitted to support newer versions of Oracle and we need to build or purchase software to monitor our Open Source databases.
DES Fermilab has been asked to host an Oracle standby database for the Dark Energy Survey. This database will be used for scientific queries as well as failover from the master database hosted in Champaign, Il.  Current thinking is to implement this database under Oracle rac, as the master is implemented, insuring high availability.   DBI-DBA needs to train in rac and auto storage management techniques to accomplish this goal. 
SDSS  maintenance only.  


Activities and Work Definition 
Activity = ECS/Database Services/Business Databases/Team Center Database Implementation Prj
· Activity type: Projects
· Description: TeamCenter Project
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/OPM-TM-DW 9i to 10 or 11 Prj
· Activity type: Projects
· Description: Upgrade Enterprise PM databases
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/CNAS-SF 10.2.0.3 to 11G  Prj
· Activity type: Projects
· Description: Plan and upgrade CNS/SF DB
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Deltek-OPM-TM-DW 9i to 10 or 11 Prj
· Activity type: Projects
· Description: Plan and upgrade Fleet
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Deploy New Boxes for ESH databases Prj
· Activity type: Projects
· Description: Plan move off ESH windows Oracle boxes to Linux or current Sun Infra boxes
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Deploy OID for ESH Prj
· Activity type: Projects
· Description: Plan, deployment of OID for ESH
· Timescale: 1 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Discoverer Upgrade Prj
· Activity type: Projects
· Description: Plan and upgrade Discoverer
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/EBS Oracle Apps Upgrade 11.5 to 12 Prj
· Activity type: Projects
· Description: Plan and upgrade EBS Apps
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/EBS RDBMS 10.2.0.4 to 11 Prj
· Activity type: Projects
· Description: Plan and upgrade EBS DB
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/New  OMS for EBS deployment Prj
· Activity type: Projects
· Description: Investigate options for Monitoring OMS for EBS boxes
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/PS - DB 10.2.0.3 to 11G Prj
· Activity type: Projects
· Description: Plan and upgrade PS - DB
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/PS - Deploy new testing environment Prj
· Activity type: Projects
· Description: Plan and deploy new PS testing DB
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/PS - HRMS Upgrade 8.9 to 9.x Prj
· Activity type: Projects
· Description: Plan and upgrade PS - HRMS
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/PS - People Tools Upgrade 8.4 to 8.5 Prj
· Activity type: Projects
· Description: Plan and upgrade PS - Tools
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/SF - Fleet Upgrade Prj
· Activity type: Projects
· Description: Plan and upgrade Fleet
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/CNAS DB & Application Srv
· Activity type: Service
· Description: Provide operational support for Discoverer
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Deltek - Welcome DB Srv
· Activity type: Service
· Description: Provide operational support for Deltek/Welcome
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Discoverer Srv
· Activity type: Service
· Description: Provide operational support for Discoverer
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/EBS DB & Applications Srv
· Activity type: Service
· Description: Provide operational support for EBS.  This encompasses testing, patching, cross training, approved modifications, monitoring, minor upgrades, etc.
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/PeopleSoft - HRMS DB Srv
· Activity type: Service
· Description: Provide operational support for PeopleSoft
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Procard  DB & Application Srv
· Activity type: Service
· Description: Provide operational support for Procard
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Sunflower DB & Application Srv
· Activity type: Service
· Description: Provide operational support for Sunflower
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Business Databases/Team Center Database Support Srv
· Activity type: Service
· Description: 
· Timescale: 
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Backup and Recovery Testing Prj
· Activity type: Projects
· Description: Plan environment for full recoveries and qrtly testing
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Bld or Buy and impl. toolman Open Source Db Prj
· Activity type: Projects
· Description: Investigate monitoring tools similar to toolman for Open Source
· Timescale: 1 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Deploy New MySql boxes Prj
· Activity type: Projects
· Description: Plan, delploy and move to new boxes
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Kerberize Oracle with OAS Options Prj
· Activity type: Projects
· Description: Deployment of Oracle kerberize
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Migrate Databases to 3PAR San Prj
· Activity type: Projects
· Description: Plan and deploy move
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/OIM Prj
· Activity type: Projects
· Description: OIM specifics dependent on Consulting Roadmap
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/OIM Srv
· Activity type: Service
· Description: OIM specifics dependent on Consulting Roadmap
· Timescale: 6 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Postgres Upgrade - General Purpose Box  - Service
· Activity type: Projects
· Description: Plan upgrade
· Timescale: 1 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Rebuild rman dcache tool Prj
· Activity type: Projects
· Description: Retrofit rman dcache, including testing
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Review SAN & NAS Deployment Prj
· Activity type: Projects
· Description: Review current deployment and make recommendations for a stable env.
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Snapshot Technology Enhancement Prj
· Activity type: Projects
· Description: Define a plan to use snapshot technology
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Toolman Retrofit for V11 DBs Prj
· Activity type: Projects
· Description: Toolman is a homegrown database monitoring tool
· Timescale: 1 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Implement Data Warehouse Prj
· Activity type: Projects
· Description: Plan and investigate Data Warehouse needs
· Timescale: 12 Months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Oracle Configuration Manager  Prj
· Activity type: Projects
· Description: Customers are now required to download and install something called Oracle Configuration Manager (OCM), which will gather their system/database configuration information automatically, and forward it to Oracle Support on their behalf.
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Allfusion Harvest Srv
· Activity type: Service
· Description: Provide operational support for Harvest
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Infrastructure DB  (miscomp,esh,remedy) Srv
· Activity type: Service
· Description: Provide operational support for Infra DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/OID - Authentication Srv
· Activity type: Service
· Description: Provide operational support for OID
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/Open Source DB Srv
· Activity type: Service
· Description: Provide operational support Open Source .
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Computing Infrastructure Databases/SQL Server DB Srv
· Activity type: Service
· Description: Provide operational support SQL Server DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/SAM Support Schema Srv
· Activity type: Service
· Description: Support the SAM Schema
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Department and Group Operations/Database Services Group Management - Administrative
· Activity type: Service
· Description: Management and Administration of the Group
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Department and Group Operations/Database Services Staff Development
· Activity type: Service
· Description: Staff Development
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/JDEM Development Prj
· Activity type: Projects
· Description: Complete JDEM Development
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Deploy DES Production Standby Prj
· Activity type: Projects
· Description: Deploy Prd standby DB
· Timescale: 1 month
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Deploy CDF Offline Dev Box Prj
· Activity type: Projects
· Description: Plan and deploy move
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Deploy new  CDF Offline Prd  Box Prj
· Activity type: Projects
· Description: Plan and deploy move
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Deploy  D0 Offline Dev Box Prj
· Activity type: Projects
· Description: Plan and deploy move
· Timescale: 1 month
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/New OMS for Sci DB deployment Prj
· Activity type: Projects
· Description: Plan replacement plan for Monitoring OMS Box
· Timescale: 2 months
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Astro DES DB Srv
· Activity type: Service
· Description: Provide operational support Astro DES
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Astro JDEM DB Srv
· Activity type: Service
· Description: Provide operational support Astro JDEM
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Astro SDSS DB Srv
· Activity type: Service
· Description: Provide operational support Astro SDSS
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/CMS DB Srv
· Activity type: Service
· Description: Provide operational support for CMS DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Intensity Frontier  Minerva DB Srv
· Activity type: Service
· Description: Provide operational support for Intensity Frontier  Minerva DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Intensity Frontier  Minos DB Srv
· Activity type: Service
· Description: Provide operational support for Intensity Frontier  Minos DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Intensity Frontier  Nova DB Srv
· Activity type: Service
· Description: Provide operational support for Intensity Frontier  Nova DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Run II CDF Srv
· Activity type: Service
· Description: Provide operational support for Run II CDF DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Run II D0 Srv
· Activity type: Service
· Description: Provide operational support for Run II D0 DB
· Timescale: Continuous
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Database Services/Experiment Databases/Deploy new CDF Stream Box Prj
· Activity type: Projects
· Description: Deploy new Streams box
· Timescale: 3 months
· Milestones: TBD
· Metrics: TBD


· 
Priorities
Top priority is to continue a strong, stable environment for all Oracle Scientific and Information Business Systems.  In addition to supporting Open Source databases. This will be accomplished by proactively addressing hardware needs and constant database monitoring. 
Next, priority is to maintain stable and secure access, this will be achieved by following the standards and procedures set out in baselines and best practices.  This includes providing an agile response to the use of core standards and procedures for development, implementation and maintenance in a secure and consistent manner.  
The next highest priority is to begin cross-training to take advantage of the recent reorganization 
Other activities in priority order:
Deploy new hardware for CDF and DO offline environments.   These machines need to be stable through the end of Run II and are now continuously overloaded.  We have begun deployment of production machines and will proceed with development machine through the first quarter of the FY.    
Implement the Oracle Advanced Security Option.  Consequences of not being able to implement Kerberos could be security breaches and findings in any upcoming DOE audits.  We would like to avoid such consequences.  When Oracle provides the software, we will make it a priority to test and implement it.  
Understand current deployment of SAN and NAS technology. We have been experiencing slowness for writes and reads affecting our backup timings.  In addition, we have been experiencing issues with the rman to dcache tasks.  
Move the development and integration databases that are currently living on unsupported hardware to 3par SAN. This includes cdf online which is still supported by D1. We have been warned that the support will not continue much longer.  There is a firewall issue that must be resolved in order to move this database(s) to 3par.   The plan is to move relocate to the production boxes once they are vacated.
Define a plan to move of the ESH Windows Databases boxes.  These machines are not consistent with our other database platforms.
Understand the snapshot tool that comes with SAN deployment.   We need to be able to refresh development/integration instances to provide the developers a reasonable test bed.
Take advantage of the snapshot tool being purchased with the SAN Storage.  
In addition, we need to upgrade our current monitoring tools for the Scientific Databases and install tools that will allow us to monitor the EBS and the Open Source Databases.  

Staffing Issues
Staffing has been an issue in ’09.   Our Senior DBA was assigned to an ITIL project that has been taking 90% of his time for the last 8-9 months.  During this time the dba’s have had to work additional hours to be able to maintain our service level.  SDSS has gone into maintenance mode allowing the two SqlServer dbas’s that were assigned to this project to be assigned to Oracle and Open Source data base support.  These individual’s have attended an Oracle Class and have been shadowing the experienced dba’s during this training period.  Currently they are ~ 40% as productive in Oracle as the experienced dba’s; the expectation is that over the next 9 months this will rise to perhaps 85%.   Currently they are insufficiently experienced to take the lead on any effort. 
The scientific dba’s will be expected to cross train on the EBS and Application servers.  However, the required 6 to 9 month training period will be delayed due to the shortage of scientific dba manpower during the training period of the dba’s recently reassigned from SDSS.  An immediate need for this cross training is PeopleSoft.  This need cannot be met for the reasons described above; it is proposed that a consultant be hired to meet this immediate need.  
Change Control
Any changes or delays on scheduled work with experiments will be coordinated with Experiment. 
Oracle Quarterly patches will be scheduled and deployed Quarterly for Scientific Databases.  These scheduled downtimes are coordinated and approved with Experiments.
EBS will continue to use PTA to submit, evaluate, test and approve changes. 
Risk Assessment
Failure to move to an efficient SAN, NAS for our backup environment could result in service outage and loss of data.   It is essential that we continue to move the experiment databases to this technology.  
Failure to provide appropriate hardware support could result in slow response from D1 or the vendor, resulting in downtime.    We have identified several boxes that need to be replaced due to aging hardware and if these moves this will result in interruptions.  
Oracle Advanced Security Option needs to be deployed.  We have been working with Oracle to get a stable, working environment.  After several months, they provided a patch which did not resolve our problem, so we continue to test and work with Oracle.  
Inadequate research in snapshot technology means that the developers do not have a good environment to test changes. 
We need to upgrade our Oracle OEM product, allowing us to monitor 11G databases.   Lack of updating this tool can result in our client knowing issues before us.  
Lack of tools for Open Source products and monitoring tools is a concern.
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