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Hadoop Test Bed: FCL Server on BM
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Hadoop R/W BW - Clients on BM

« Testing access rates with different replica numbers.

» Clients access data via Fuse. Only semi-POSIX.
— root app.: cannot write; untar: returned before data is available; chown: not all features

supported; ...
I0Zone Performance Clients on 7 ITB Bare Metal Nodes
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Hadoop scalability — Clients on VM

Clients on 28 FCVYMs on 4 hosts
Data Rate vs Number of Replicas

10Zone Performance
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Clients on 18 ITB VMs on 6 hosts

I0Zone Performance Data Rate vs Number of Replicas
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Clients on 28 FC VMs on 4 hosts
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How does
Hadoop scale
for...

-Read / Write
aggregate client
BW vs. num
processes

-from FCL and ITB
-with a different
number of VMs and
hosts

Hadoop shows
poor scalability
in our
configuration.
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Hadoop: Ethernet buffer tuning

Can we optimize transmit _eth buffer size (txqueuelen

oa?

At the client VM* for client writes AND at the servers for client reads ?

I0Zone Performance on Hadoop HDFS
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20000 B o - B T l/l
0
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Net sys calls are fast enough to avoid backlogs
from 21 hadoop clients for all txqueuelen

VMs
Clients

Client A
VMO i
Bridge Server transmit
Host Client READ
Client transmit :
Client WRITE 11 Servers
\
Servers | Hadoop
|| Hadoop

Varying the eth buffer size does not change read /w  rite BW.
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* txqueuelen on the
physical machine
AND network
bridge at 1000
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On-Board vs. Ext cInts vs. file repl. on B.M.

How does read bw vary vs.
number of replicas?

How does read bw vary for on-
board vs. external clients?

Ext (ITB) clients read ~5% faster
then on-board (FCL) clients.

Number of replicas has minimal
Impact on read bandwidth.

Ave Bandwidth with 21 ITE and 21 FCL nova clients

Hadoop Server on Bare Metal

Ave Bandwidth with 21 ITB Mova Client for 1 to 3 Replicas

Hadoop Server on Bare hetal

) External (ITB
X (IT8) N - | | Root-app Read Rates:
o 3¢§¢EEGEOEQ5550¢EIE£E ~79101MB/S
- - K A
= ~ | On Board IJTII o
2 (FCL) I\ | 2
% “ —‘7 —" T & TT L ji l = 1‘-— o T -Cl: T % —-:I:u_
= o~ 2 = 4 T T o
E: Name a a &0 T T e Ixe7 Il 17 F52 =2 o I
g > l < . — i
5 Nodes TJT&J_T lla 3 i%ﬁ&f%T$%TEi§$$£§$$§T
m :: A _.:-..l ‘j‘_ J_ ES . _LJ_ J_J—x'*—'— J_ X_T_IJ_J—?E:F:(
Slow l l = 7 = l i 1 T +
o Cints
~ 7 A I at3 | - | Data > ( Lustre on Bare Metal was
+ 1 SMBfs | Nodes @ 12.55 +0.06 MB/s Read ) —
- l 2 repl. Egitgg:rjd i‘%FgEl
T T Fepl.
a 10 14 20 ; 1ID 1|5 EIIZI
Client index Client index
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49 Nova ITB / FCL clts vs. Hadoop

49 clts (1 job / VM / core) saturate the bandwidth  to the srv.
|s the distribution of the bandwidth fair?

Relative Proc. Time and Bw wf 49 nova clts vs.

Bare hMetal Hadoop
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e Minimum processing time for 10
files (1.5 GB each) = 1117 s

 Client processing time ranges up to
233% of min. time (113% w.o

outliers)
 |ITB clts (w/o 2 outliers):

*Ave time = 102.0 + 0.2%

*Ave bw = 7.11 + 0.01 MB/s
e FCL clts (w/o 3 outliers):

*Ave time = 110.5+ 0.3 %

*Ave bw = 6.37 + 0.02 MB/s

At saturation, ITB cInts read
~10% faster than FCL cInts (not
observed in Lustre) (consistent
w/ prev. slide).

ITB and FCL cInts get the same
share of the bw among
themselves (within ~2%).
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Blue Arc Evaluation

 Clients access is

fully POSIX.

e FS mounted as
NFS.

e Testing with FC

Root-app Read Rates:

21 Clts: 8.15 £ 0.03 MB/s
( Lustre: 12.55 + 0.06 MB/s
Hadoop: ~7.9 £ 0.1 MB/s )

volume: fairly lightly

used.
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BA I0Zone for /nova/data — BM vs. VM

How well do VM clients perform vs. BM clients?

IOZone Performance - BA area /nova/data - 6 VM vs. BM Machines

500000
— BM - Read | VM - Read BM Reads are
(~10%) faster
400000 than VM Reads.
350000
S e— BM Writes are
% (~5%) faster
¥ 250000 ) ' ) than VM Writes.
F BM - Write || VM - Write
200000
150000 4 Note: results
GG ® initial_write (6BM) vary depending
& initial_write (6VM) on the overall
50000 =+ read (6BM)
& read (6VM) system
0 conditions (net,
0 5 10 15 20 25 30 35 40 45 50
5 Bt storage, etc.)
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BA I0Zone — Eth buffers length on clients

Do we need to optimize transmit
eth buffer size (txqueuelen) for
the client VMs (writes) ?

350000

300000

Eth interface txqueuelen
250000
Host 1000
Host/ VM bridge | 500, 1000, 2000 E{ 200000
m
v
VM 1000 150000
I0Zone Performance - Initial Write BA area /garzogli-tst/test
6 VM w/ diff. eth. buffer size
300000
Notes: &6 BM - 525 0am
06 VM - 5252 -
¢ AbSOIUte BW 250000 b(queuelen=530r3
varies with 46 VM - 525 4am -
txqueuelen=1000
overall system ;40000 =46 VM - 525 6am
Conditions o o txqueuelen=2000
[N
(net, storage, € 150000 \—\u\.___
etc.) A > —eo
e Meas. time: 100000 &
~1h per line WRITE: txqueuelen should have an
from midnight .0, | effect. For these “reasonable” values,
to5am we do NOT see any effect.
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# Clients
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READ:

expected

No change

20 25
# Clients

30

I0Zone Performance - Read BA area /garzogli-tst/test
6 VM w/ diff. eth. buffer size

6 BM - 5/250am
06 VM - 5/252am -
txqueuelen=500
6 VM -5254am -

txqueuelen=1000
=6 VM- 5256am -
txqueuelen=2000

35 40 45 50

Varying the eth
buffer size for the
client VMs does
not change read /

write BW.
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BA: VM vs. BM root-based clients

How well do VM clients perform vs. BM clients?
Read BW is the same on BM and VM.

Ave Bandwidth with 49 nova clients . . .
BA area /novaldata Ave Bandwidth with 11 nova clients on bare metal

BA area fnovaldata
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Note: NOVA skimming app reads 50% of the events by design. On BA and Hadoop,
clients transfer 50% of the file. On Lustre 85%, because the default read-ahead
configuration is inadequate for this use case.
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Results Summary

Storage —senchmar e (4Bl Wi (435) _fpies

Lustre

Hadoop

Blue Arc

OrangeFS
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|OZone

Root-based
|OZone

Root-based
|OZone

Root-based
|OZone
Root-based

350 250 (70 on VM) We'll attempt

12.6
50 - 240

7.9
300

8.4
N/A
N/A
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100 - 330

330

N/A
N/A

more tuning

Varies on
num of
replicas

Varies on sys.
conditions

On Todo list
On Todo list
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Conclusions

Hadoop — 10Zone: poor scalability for our
configuration

— Results on client VM vs BM are similar
— Tuning eth transfer buffer size does NOT improve BW
— Big variability depending on number of replicas

Hadoop — Root-based benchmark
— External clients are faster than on-board clients

— At the rate of root-based application, number of replicas
does not have an impact

— Read 50% of the file when skimming 50% of the events
(Lustre was 85% because of bad read-ahead config).

Blue Arc — 10Zone
— BM I/O 5-10% faster than VM
— Tuning eth transfer buffer size does NOT improve BW

Blue Arc — Root-based benchmark:
— At the rate of root-based app, BM & VM have same 10
— Read 50% of the file when skimming 50% of the events.
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