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Document Details
	General

	This document is under the Change Management Control Policy.

	Description
	Describes the services offered under Desktop Services

	Purpose
	The purpose of this document is to publish agreed service level commitments between the service owner and the service customers.  

	Supersedes
	Service Level Agreement, Capacity Plan and Availability Plan for Desktop Services

	Document Owner
	 Geoffrey Cluts
	Owner Org
	Core Computing Division

	Effective Date
	10/15/2016
	Review Date
	At minimum annually
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This document provides details and commitments of the Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below.
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	Service Area:
	Desktop Services

	Service Area Owner:
	 Geoffrey Cluts

	 
	The Core Computing Division  provides desktop, laptop and mobile device computing services to all areas of the lab with limited support for Accelerator Division.

	 
	ISO20000 Certified

	 
	These services include the following: Purchase, installation, troubleshooting, and disposal services for Windows and Macintosh hardware platforms (desktops and laptops) and associated application software. Centralized management infrastructure necessary to monitor policy enforcement, deploy operating system and software, produce reports, and secure Windows and Mac computers with antivirus. Support for printer drivers, and other Fermilab owned desktop peripheral devices. Limited support for handheld mobile devices such as smart-phones and tablets and a limited selection of special devices designated for specific department(s) operational purposes. 



	Service Offering
	Short Description
	Offered
	Owner

	Desktop Support – Standard
	• Installs and configures desktops and laptops with an operating system and standard software applications as defined in the appropriate baselines.
• Installs add-on software packages as requested by the user or identified as necessary for business functions.

	Customer-facing
	 Geoffrey Cluts

	Tech Store – Standard
	• Hardware: Desktop Services provides standard hardware configurations for those computer purchases requested through ServiceNow.
• Software: Users can request software purchase, installation, and upgrade for supported software.

	Customer-facing
	 Geoffrey Cluts

	Loaner Devices - Standard
	
• Loaner devices can be borrowed from the Service Desk for a predetermined period of time depending on the purpose. Users may check out a device when their primary desktop/laptop is under repair, or while they are waiting for a new device to arrive. Loaner devices can also be checked out for short term testing.

• Loaner devices can be checked out for up to six months for an approved project.
	Customer-facing
	 Geoffrey Cluts

	Centralized Management Infrastructure - Standard
	
• Provides the components necessary to manage Windows and Mac operating systems.
• This includes:
· centralized reporting on installed software
· policy implementation and enforcement
· software deployment and inventory
· software and operating system updates and patches
· antivirus
· license exception reporting
· baseline compliance
· secure remote desktop utility

	Internal-only
	 Geoffrey Cluts

	Desktop Engineering - Standard
	• Provides custom solutions for unique computing circumstances.
• Acts as subject matter experts to other organizations/departments/groups to maintain and improve current services, or implement new services.

	Customer-facing
	 Geoffrey Cluts

	Mobile Device - Standard
	• Desktop Services recommend iPads and provides support to all Fermilab-owned iPads. The support for iPads includes configuring the iPad so that the user can access the network, access their webmail and connect to the Fermilab VPN. Best effort are provided in all other aspects.
• Desktop Services provides best effort support to other lab-owned and personal mobile devices beyond basic support for network registration and email configuration.

	Customer-facing
	 Geoffrey Cluts

	Desktop IMAC – Standard
	· Desktop/Laptop/Mac install, move, add and change.
· Move/plug-in a device.
· Add capability/storage to a device.

	Customer Facing
	 Geoffrey Cluts
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	[bookmark: _Toc464149891][bookmark: _Toc464149982][bookmark: _Toc464223193][bookmark: _Toc432172300]Desktop Support - Standard
	 

	Other Information
	The Managed Service provider provides tier 1 (Service Desk) and tier 2 support for Desktop Services.  Fermilab provides Tier 3 support. 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 3 days

	Supported by
	Desktop Support

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



[bookmark: _Toc22121099]Tech Store - Standard
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	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 10 days

	Supported by
	Technology Store

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



[bookmark: _Toc22121100]Loaner Devices - Standard


	Loaner Devices - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 14 days

	Supported by
	Service Desk

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



[bookmark: _Toc431938724][bookmark: _Toc432172302]
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	Centralized Management Infrastructure - Standard

	Other Information
	Desktop Engineering and the Managed Service Provider provides an SCCM engineer.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Desktop Engineering

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  
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	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 3 days

	Supported by
	Desktop Support

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  
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	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 14 days

	Supported by
	Desktop Support

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  


[bookmark: _Toc22121104]Desktop IMAC – Standard

	Desktop IMAC - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Desktop Support

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



[bookmark: _Toc22121105]2.8    Enhanced Offerings
Any service component beyond those listed above will be negotiated on a case-by-case basis and will be documented in the appendix for each D/S/C.
Support is negotiated on a case-by-case basis for out of date software which has legacy use requirements.  Proof of licensing is required.
Support for devices that are not under warranty will be repaired on a per-call basis.  An estimate will be provided and if the repair cost is determined to be too costly, the Desktop Services will recommend replacing the device.
Additional costs may apply in such situations.
[bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc432172307][bookmark: _Toc22121106]Service Capacity
[bookmark: _Toc432172308][bookmark: _Toc22121107]Business Capacity Management
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Desktop Services, together with the Service Desk and NTTManaged Services, provides human resources to handle the requests for new personal devices, which are driven by lab budget and requirements.  The technology store tracks requests and works to maintain adequate inventory of equipment for ad-hoc replacements of systems and loans.  It is not equipped to handle mass annual requests as part of a PC refresh program, but does assist in aggregating those requests and ordering systems. 
[bookmark: _Toc432172309][bookmark: _Toc22121108]Service Capacity Management
[bookmark: _Toc431910047][bookmark: _Toc431910048][bookmark: _Toc431910049][bookmark: _Toc431910050]The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets.
The Desktop Service is tasked with providing basic support for any device that is brought onsite.  This includes Fermi-owned devices, University-owned, and personally owned devices.  Fermi-owned devices, generally, receive a greater level of support than University or personally owned devices.  
[bookmark: _Toc432172310][bookmark: _Toc22121109]Desktop Support
The Desktop Support offering is handled by the Managed Service contract.  The capacity is handled within the contract and monitored by the Supplier Manager and Managed Service Contract owner within Core Computing.  Any issues that cannot be handled by Desktop Support are handled by Desktop Engineering.  
[bookmark: _Toc432172311][bookmark: _Toc22121110]Technology Store
Current – The day-to-day operations of the Technology Store (Tech Store) offering is handled by a single non-Desktop Service employee, with a backup.  
[bookmark: _Toc432172312][bookmark: _Toc22121111]Loaner Devices
The day-to-day operation of the Loaner Device offering is handled by the Managed Service contract and uses the Service Desk and Desktop Support to handle setting up, issuing, and tracking of the Loaner Device offering.  The capacity is handled within the contract and monitored by the Supplier Manager and Managed Service Contract owner within Core Computing.  Any issues that cannot be handled by the Service Desk or Desktop Support are handled by Desktop Engineering.  Desktop Engineering also manages the annual order for replacement devices and certifying that old devices turned in by users are eligible for the Loaner Device pool or should be excessed.  
[bookmark: _Toc432172313][bookmark: _Toc22121112]Centralized Management Infrastructure
The Centralized Management Infrastructure is comprised of the following different sub-offerings and is both reactive and proactive: 
· Antivirus – Desktop Service offers antivirus (AV) to all Fermi-owned Mac and Windows computers and servers.
· Current – The current AV infrastructure has two load balanced management servers and one SQL database.  The AV service allows for over-licensing to accommodate computer refreshes, and reissuing AV license to an existing client.  Fermilab is licensed for almost 4000 clients and routinely sits at about 90% utilization.
· Monitoring – Current antivirus infrastructure runs on three Windows Servers.  Two load-balanced management servers and one SQL Database server.  All three servers are managed by the Windows Server Services (WSS) group, the Storage and Virtual Services (SVS) group, and Database Services (DS) group.  These groups monitor the operating system, virtual machine, and database using multiple tools.  Desktop Engineering group (DEG) also receives notices on the health of the service, the OS, the VM, and the status of license usage.  
· Maximum – Current antivirus infrastructure can handle 18,000 clients with the current configuration.  It is not anticipated to ever need to exceed the 18,000 clients however, if there was the need to go beyond 18,000 clients, the infrastructure would require increasing the virtual machine memory, drive space, and CPU.  It would also require adding a third management server to load balance the additional clients.
· Mac Central Management – Mac central management infrastructure provides centralized reporting, policy enforcement, application deployment, OS and application patching, and user self-service features. 
· Current – The Mac Central Management infrastructure runs on one Linux Virtual Machine.  Fermilab is licensed for almost 400 Mac clients and routinely utilizes about 90% of those licenses.  
· Monitoring – The Mac Central Management infrastructure runs on one Unix Server Services (USS) group and the Storage and Virtual Services (SVS) group.  They monitor the OS and VM using multiple tools.  Desktop Engineering group (DEG) also receives notices on the health of the service, the OS, and the VM.
· Maximum – The Mac Central Management infrastructure can handle, in excess of, 3,000 clients in its current configuration.  It is not expected to ever reach that figure but if the need arose, a second Linux VM would need to be built and both management servers would need to be behind a load balancer.
· Windows Central Management – The Windows Central Management infrastructure provides centralized reporting, policy enforcement, application and OS deployment, and OS and application patching.
· Current – The Windows Central Management infrastructure runs on two Windows Virtual servers.  The licensing is handled by the annual Microsoft Enterprise True up.  Fermilab does not manage the day-to-day license count but Fermilab currently has less than 3100 clients.
· Monitoring – The current infrastructure runs on two Windows Servers.  One is the management server and the other is an SQL server, both running on virtual machines.  Both servers are managed by the Windows Server Services (WSS) group, the Storage and Virtual Services (SVS) group, and Database Services (DS) group.  These groups monitor the operating system, virtual machine, and database using multiple tools.  Desktop Engineering group (DEG) also receives notices on the health of the service, the OS, the VM, and monitors the application for health using multiple tools.
· Maximum – The current configuration of the Windows Central Management infrastructure can sustain 10,000 clients.  If there was the expectation of exceed 10,000 clients, a second primary site and CAS (central admin sites) would need to be built.  It is not expected to  
· Bomgar – The Bomgar remote desktop administration offering enabled support staff the ability to remotely login to user’s computers, interactively or in place of a logged in user.  This tool is vital for Fermilab by allowing support staff to help users without having to travel to the user or the user to the support staff.  
· Current – Bomgar runs on proprietary hardware (appliance) housed within a Fermilab datacenter.  The hardware is supported by the Bomgar vendor and the management of the tool is handled by Desktop Engineering.  Fermilab has 20 concurrent licenses available.  There are less than 100 users active within Bomgar
· Monitoring – Bomgar is monitored to ensure it is up and offering remote sessions.  
· Maximum – The Bomgar appliance can handle 10,000 concurrent remote sessions.  Normal activity indicates that no more than 20 concurrent sessions.  IT is not expected to ever reach the maximum threshold. 
[bookmark: _Toc432172314][bookmark: _Toc22121113]Desktop Engineering
The Desktop Engineering offering handles tier 3 support for the entire Desktop Service, manages the Centralized Management Infrastructure, works on continual service improvement planning and then implementing the improvements, and offers subject matter expertise on all Desktop Service offerings and other custom solution to unique situations or requests.  
[bookmark: _Toc432172315][bookmark: _Toc22121114]Mobile Device Support
The Mobile Device Support offering is handled by the Managed Service contract.  The capacity is handled within the contract and monitored by the Supplier Manager and Managed Service Contract owner within Core Computing.  Any issues that cannot be handled by Desktop Support are handled by Desktop Engineering.  

[bookmark: _Toc432172317][bookmark: _Toc22121115]Component Capacity Management
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components.
Outside of the Loaner Device offering, the Desktop Service does not control the capacity of components.  The Loaner Device program tries to maintain an inventory of devices to meet two distinct scenarios; short-term and long-term.
[bookmark: _Toc464223228][bookmark: _Toc432172318][bookmark: _Toc22121116]Short-Term loaners
These devices are intended to allow a user to have a working computer while their computer is being fixed or waiting for a new computer to arrive.  These loaners are computers that are found in the Tech Store and considered “Standard” models. 
· Checked out for up to 2-weeks (waiting for repair) or 1-month (waiting for a new computer). 
· 3-year warranty
· Age between 0 and 3 years’ old
· The Desktop Service currently has 50+ short-term loaners.
· The Desktop Service expects to maintain at least 45 short-term loaners in the short-term loaner pool inventory with 15 being replaced every year.
[bookmark: _Toc432172319][bookmark: _Toc22121117]Long-Term loaners
Long term loaners are intended for use by experiments, developers, consultants, summer students, or term employees.  These loaners are computers that have been return deemed suitable for general use.
· Checked out for up to 6-months
· No warranty
· Age between 3 and 5 years’ old
· The Desktop Service currently has 200+ long-term loaners.
· The Desktop Service expects to maintain at least 150 long-term loaners in the long-term loaner pool inventory and augmented as users replace their computers.
[bookmark: _Toc22121118]Business Requirements, Service Entitlements And Cost
[bookmark: _Toc432172322][bookmark: _Toc22121119]Business Requirements
Almost all employees, visitors and contractors are dependent on having a secure, fully functional desktop, laptop or mobile device with printing capabilities.  Providing standardized devices for upgrade through the technology store is an effective way to manage diversity. Loaner devices are vital in situations where a user loses use of their laptop for a period due to a malfunction or computer security incident. 
Desktop Services provides support for a standard desktop environment to Fermilab users to ensure they have the necessary hardware, operating system, and software to perform daily tasks such as web browsing, email, editing documents.  
In the annual budget process, the business requirements are reviewed and aggregated so that the Desktop Services Service area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see DocDB 4112)
· Capacity Plans (see DocDB 4047)
· Business Impact Assessment (see DocDB 4571) 
· Continuity of Operations Plans (see DocDB 5097,4969 and 4571) 
[bookmark: _Toc432172323][bookmark: _Toc22121120]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
The Desktop Services service provides support for desktops, laptops, and mobile devices to all areas of the lab.  
[bookmark: _Toc432172324][bookmark: _Toc22121121][bookmark: _Toc424229264][bookmark: _Toc424231667]Service Charging Policy
	Desktop Support - Standard
	no charge

	Tech - Standard
	Outside of paying for hardware (new purchases, enhancements to existing systems, out of warranty work) and software purchases/ maintenance customers are not charged for the Desktop Services.  Desktop Services is responsible to order hardware using customer's Project/ Task code.  Desktop Services offers to order software using customer's Project/ Task code.

	Loaner Devices - Standard
	no charge - unless device is damaged, lost, or not returned in a timely manner, then the cost of the device or repair will be charged to the user's organization.

	Desktop Engineering - Standard
	no charge

	Mobile Device - Stamdard
	no charge

	Desktop IMAC – Standard
	The cost of the IMAC service is covered under the NTT Data Managed Service Contract and is paid for by the Core Computing Division as a service to the laboratory.   If an IMAC request is deemed a project and incurs additional costs, the customer may be required to pay for part or all of the additional project costs. The additional cost will be negotiated and agreed upon by the customer, CCD Management and the Managed Service Site Manager before any work is initiated.



[bookmark: _Toc432172325][bookmark: _Toc22121122]Service Requests
[bookmark: _Toc432172326][bookmark: _Toc22121123]Standard Requests
	Service Catalog Items
	 

	Service Offering
	Catalog Item

	Desktop Support
	General Request or Incident

	
	Request Loaner Device

	
	Get help with Windows/Mac

	
	Industry Device Classification Request

	
	Unsupported Operating System Variance request

	Technology Store
	Order a New Computer, Monitor, and Peripherals

	 
	Request Software or License

	Centralized Management Infrastructure
	General Request or Incident

	Desktop Engineering
	General Request or Incident

	Mobile Device
	General Request or Incident




[bookmark: _Toc431932977][bookmark: _Toc431933058][bookmark: _Toc431933141][bookmark: _Toc431937792][bookmark: _Toc431938751][bookmark: _Toc432172327][bookmark: _Toc22121124][bookmark: _Toc424229266][bookmark: _Toc424231669]Service Commitments
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
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[bookmark: _Toc432172332][bookmark: _Toc22121126]Centralized Management Infrastructure
· Maintenance Window – No planned maintenance window.

[bookmark: _Toc432172337][bookmark: _Toc22121128]Service Support
[bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc432172338][bookmark: _Toc22121129]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00 AM to 5:00 PM Monday to Friday excluding holidays
Requests for support can be through the Service Desk via the web (Service Now), phone (630-840-2345), or walk-ins.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change. 
[bookmark: _Toc432172339][bookmark: _Toc22121130]Standard Off-Hours Support
Desktop Services does have the ability to offer standard off-hours support.
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc432172340][bookmark: _Toc22121131]Customer requests for Service Enhancements
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]Customers can request additional support be provided on a temporary basis.  These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  An example of such support would be weekend support during a high priority project.
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested.  If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.
[bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc432172341][bookmark: _Toc22121132]Service Lifecycle
[bookmark: _Toc422151725][bookmark: _Toc432172342][bookmark: _Toc22121133]Plan
· Desktop Services will provide to the License Compliance process an annual software inventory which lists all software currently installed on Fermilab-Owned and managed Windows and Mac computers.  
· Desktop Service will not track small software license purchases.  That information must be provided by the owners of the software unless the owner negotiates with the Supplier Manager to have the software added to the supported set of software.
· Desktop Services will provide an annual hardware inventory report to D/S/C management which lists all currently active desktop and laptops and include age and recommendations for replacements.
[bookmark: _Toc403662362][bookmark: _Toc403728388][bookmark: _Toc403728450][bookmark: _Toc403728743][bookmark: _Toc403729293][bookmark: _Toc403729554][bookmark: _Toc403730850][bookmark: _Toc403731774][bookmark: _Toc404785797][bookmark: _Toc422151726][bookmark: _Toc422151727][bookmark: _Toc432172343][bookmark: _Toc22121134]Purchase
· Desktop Service provides D/S/C the ability to purchase custom desktops, laptops, iPads, monitors, and peripherals for desktops, laptops, and other items through the Technology Store.  
· The Technology Store offers the following categories to users:
· Ability to order from a list of pre-approved “standard” models of Windows, Mac, and Linux desktops and laptops, and monitors via Fermilab’s eMarketplace.  
· Ability to request recommendations for custom configured desktops, laptops, and monitors for users with specific needs outside the standard offerings.
· Ability to request standard peripherals such as mice, keyboards, laptop batteries, memory upgrades, and the ability to request other unlisted peripherals through Fermilab’s eMarketplace. 
· Ability to purchase software from a list of software.  The list includes software such as Microsoft Office, Visio, Project, Adobe Acrobat, Photoshop, etc.
· Ability to request non-standard software.
· The Technology Store maintains desktop hardware standards and updates them regularly.  The standards are updated based on current hardware trends, input from users, and that meet regulatory requirements.
· All standard systems are purchased with an extended warranty and all warranty work to customers is provided free of charge.
[bookmark: _Toc422151728][bookmark: _Toc403662364][bookmark: _Toc403728390][bookmark: _Toc403728452][bookmark: _Toc403728745][bookmark: _Toc403729295][bookmark: _Toc403729556][bookmark: _Toc403730852][bookmark: _Toc403731776][bookmark: _Toc404785799][bookmark: _Toc422151730][bookmark: _Toc422151732][bookmark: _Toc432172344][bookmark: _Toc22121135]Deploy
· Desktop Service reviews the licensing for supported software when upgrading existing computers.  However, in cases where there is some doubt, Desktop Service will verify the current status of the Enterprise Application license or 3rd party application with the customer liaison.
· Users are responsible for providing install media and licenses for any non-supported software.
· Desktop Services provides the physical re-location of computers during office moves.
· A computer deployed under this SLA includes:
· Migration of designated local files.
· Configuration based on the appropriate Security Baseline which include central management tools, antivirus, etc.
· Configuration of standard networked printers.
· Organize cables and cords organized and user provided install lockdowns.
· When practical, while a computer is being replaced or repaired, a loaner system will be provided.  If possible, the Loaner device will be configured to permit the user to accomplish most day-to-day activities.
[bookmark: _Toc403662367][bookmark: _Toc403728393][bookmark: _Toc403728455][bookmark: _Toc403728748][bookmark: _Toc403729298][bookmark: _Toc403729559][bookmark: _Toc403730855][bookmark: _Toc403731779][bookmark: _Toc404785802][bookmark: _Toc422151733][bookmark: _Toc432172345][bookmark: _Toc22121136][bookmark: _Toc422151734]Manage
Following established processes, Desktop Services will install and upgrade applications.  Software upgrades will be provided in response to client requests, changes to lab standards, security requirements, problem resolution, or where required by vendors for continued support.
[bookmark: _Toc422151736][bookmark: _Toc432172346][bookmark: _Toc22121137]Retire/ Replace
· Desktop Services will not accept a previously retired or excessed device unless a requested has been reviewed, and approved by Desktop Engineering.
· Desktop Services is responsible for reclaiming devices when a user is off-boarded or no longer requires the device.  The reclaimed system will be assessed for:
· In Warranty –  If the device is under warranty then the device will be erased, transferred out of the user’s name, and assigned to the Loaner Device pool to be used a short term loaner.
· Out of Warranty – If the system is no longer under warranty, Desktop Engineering will examine the device and determine if the device is in good working order and still capable of being used as a Loaner device.  
· Unusable – If the evaluation determines the device is unusable, it will be excessed.  
· Usable – If the device is usable the device will be erased, transferred out of the user’s name, and assigned to the Loaner Device pool to be used as a long-term loaner. 
[bookmark: _Toc431933002][bookmark: _Toc431933083][bookmark: _Toc431933166][bookmark: _Toc431937817][bookmark: _Toc431938776][bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc432172347][bookmark: _Toc22121138]Responsibilities
[bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc432172348][bookmark: _Toc22121139]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer, and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
[bookmark: _Toc432172349][bookmark: _Toc22121140][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
[bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc432172350][bookmark: _Toc22121141]Customer Responsibilities
Organizations are expected to work with Desktop Service to ensure that the organization’s users are following Fermilab computing policies.
[bookmark: _Toc432172351][bookmark: _Toc22121142]User Responsibilities
Users of the Desktop Service SLA agree to:
· Provide access to desktop, laptop, or other managed devices.
· Be available to support staff to answer questions and facilitate service delivery, whether it be during regular support hours.
· Allow installation of required support and management tools.
· Maintain software media and licenses not covered by an Enterprise license or site-wide license agreement and provide media to Desktop Services staff for installation.
· Validate the resolution of an incident in a timely fashion when requested.  Once an Incident has been closed, it will not be re-opened, and a recurrence of the incident will require a new request for service.
· Submit requests for service using standard methods; Service Desk phone, Service Desk ticket, and Service Desk Walk-ins.
· [bookmark: _Toc224182443][bookmark: _Toc424631006]Validate data transfers to new computers before approving disposal of old equipment.
[bookmark: _Toc432172352][bookmark: _Toc22121143]Service Owner Responsibilities
General responsibilities:
· Desktop Services and its staff will respond to tickets in a prompt, courteous, and professional manner.
· Desktop Services and its staff will respect the privacy and integrity of user’s data stored on supported devices.
· Desktop Services and its staff will strive to provide quality service by documenting work, seek assistance from subject matter experts, and follow the three-tiered support process (Tier 1 – Service Desk.  Tier 2 – Desktop Support. Tier 3 – Desktop Engineering and/or other service owners).
[bookmark: _Toc432172353][bookmark: _Toc22121144]Service Continuity
Recovery Time Objective (RTO) is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives

	Service Offering
	RTO
	RPO

	Desktop Support – Standard
	3 days
	n/a

	Tech Store – Standard
	10 days
	n/a

	Loaner Devices – Standard
	14 days
	n/a

	Centralized Management Infrastructure – Standard
	12 hours
	3 days

	Desktop Engineering – Standard
	3 days
	n/a

	Mobile Device - Standard
	14 days
	n/a

	Desktop IMAC – Standard
	12 days
	n/a






Restoration Team
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	NTTManaged Service
	Service Owner
	Staffing
	Reference Managed Service Contract

	Data Center Service
	Service Owner
	Data center, power, environment
	Reference DocDB 5475

	Virtual Server Hosting
	Service Owner
	Must be able to boot up our Virtual Machines
	Reference DocDB 4612

	Incident Team
	Service Owner
	Recovery process, communication
	Reference Incident Management Business ITIL Process Documents

	IT Server Hosting 
	Service Owner
	Need to marshal recovery team, coordinate with other service owners, drive recovery operation
	Reference DocDB 4316

	Networked Storage Services
	Service Owner
	Must be able to connect to and access SAN, NAS and AFS data volumes
	Reference DocDB 4311




Desktop Services is covered under the Continuity of Operations and Disaster recovery plans for Core IT Services and is dependent on Dell Managed Services for staffing continuity.
  
[bookmark: _Toc432172354][bookmark: _Toc22121145]Strategy for Staffing Based Offerings
The Desktop Support - Standard, Techy Store - Standard, Loaner Devices - Standard, Desktop Engineering - Standard, Mobile Device - Standard, and Desktop IMAC – Standard are staff-based offerings.  Downtime for the offerings are most likely to be due to facility outage (fire, weather, building hazards), due to one or more other Services being down, or weather issues.  None of these offerings have a RPO component.
· Unavailable of Facilities – Relocate affected staff to alternate location.  FCC can be used in the case of a Wilson Hall outage and vice versa for a FCC outage.  If the entire site is unavailable due to site wide power outage, the Desktop Service - Standard will be offline until the site is reopened.
· Other Service Outage – Desktop Service - Standard depends on many Services but can function if one or two are down.  ServiceNow, Networking, Authentication, etc., are all required for most of the offerings.  When the other Services are returned to service, Desktop Services will be available.
· Weather issues – If the entire site is unavailable due to snow, flooding, or any other reason that Lab senior management deemed necessary to close the site, tDesktop Service – Standard can function remotely as long as other Core Services are online.  As soon as the site is reopened, the Desktop Service will be available
[bookmark: _Toc432172355][bookmark: _Toc22121146]Strategy for Centralized Management Infrastructure
Each of the sub offerings listed below have different Recovery Time Objectives (RTO) and Recovery Point Objectives (RPO).
· Antivirus
· RTO – Antivirus (AV) is configured to fall back to the vendor for updates.  Any outage in which a client cannot contact the Fermilab AV service, the client will check with the vendor.  The only issue would be if Desktop Services was asked for a report on the status of clients, specific AV definitions, or immediate definition deployment.  None of these scenarios have occurred and required less than several days’ notice.  Recover processes are document and stored in the Desktop Engineering SharePoint site.  Estimate time to totally rebuild the AV service is less than 3 business days.
· RPO – The AV service is located on the Central Virtual Infrastructure and a snapshot of the entire management server and database server is done daily.  The data is not vital for restoring the AV service.  The clients will reattach if a new AV server is brought online and configured the same as the old server.  If clients do not reattach, the Windows and Mac Central Management services can push an updated client.
· Mac Central Management
· RTO – The Mac Central Management service does not currently provide any functionality that is deemed critical if down for short periods of time.  There are only a few times in the year that the Mac Central Managing service is required in order for other business functions to work.  The Dev environment is identical to the production instance and can be quickly converted to a new production instance.  Estimated time to restore the Mac Central Management service is about 3 business days.
· RPO – The Mac Central Management service is hosted on the Central Virtual Infrastructure and a snap shot is done daily.  The Linux support team also perform additional OS level backups.  The client data is not important since the service only keeps live data and will repopulate the database with the latest inventory.  The service configuration and structure are contained within the snapshots and rarely change so any one of the past few snapshots need be available.
· Windows Central Management
· RTO – The Windows Central Management service does not currently provide any functionality that is deemed critical if down for short periods of time.  There are only a few times in the year that the Windows Central Managing service is required in order for other business functions to work.  However, the current environment would be difficult to recover from.  Estimated time to restore the Windows Central Management service is about 7 business days.
· RPO – The Windows Central Management service is hosted on the Central Virtual Infrastructure and a snap shot is done daily.  The client data is not important since the service only keeps live data and will repopulate the database with the latest inventory.  The service configuration and structure are contained within the snapshots and rarely change so any one of the past few snapshots need be available.
· Bomgar
· RTO – The Bomgar offering is used primarily by Desktop Service and the Service Desk to help resolve tickets.  An outage of several days can be worked around by sending staff to the user instead of remoting into the user’s computer.  If the Bomgar appliance was corrupted or the hardware failed, Desktop Services maintains a service contract with the Vendor (Bomgar).  Estimated time to return the Bomgar service is seven (7) business days.
· RPO – Bomgar is manually backed up before every patch or update, or monthly.  The Bomgar service does not store any data other than list of authorized users and the configuration for the service.  The backups have that information and can be restored, with assistance from the vendor, if need be.  The backup does not need to be current since all changes to the service are documented in either a Change record or Service Desk ticket and are sufficient to reproduce the configuration.


Workforce completely remote, 30+% of staff ill)
Staff works remotely

Suspended/Reduced Services: N/A

	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   
Staff works remotely
Suspended/Reduced Services: N/A



[bookmark: _Toc431937827][bookmark: _Toc431938786][bookmark: _Toc431937829][bookmark: _Toc431938788][bookmark: _Toc431937830][bookmark: _Toc431938789][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc432172356][bookmark: _Toc22121147]Service Measures And Reporting
[bookmark: _Toc432172357][bookmark: _Toc22121148]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
[bookmark: _Toc432172358][bookmark: _Toc22121149]Service specific Measures and Reports
[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]Many reports can be found within ServiceNow.  A few of the reports are listed below:
· Bomgar Session Log – Bomgar captures the log of all activity from a remote desktop session.  (https://fermi.service-now.com/u_bomgar_session_list.do?sysparm_userpref_module=07aba104ff39d0006b25fb56e77efec6&sysparm_query=sys_created_onONToday@javascript:gs.daysAgoStart(0)@javascript:gs.daysAgoEnd(0)^EQ )
· End-of-Life Operating System seen in last 30 Days Report – Report of all end-of-life computers that have been seen on the network in the last 30-days. (https://fermi.service-now.com/nav_to.do?uri=sysauto_report.do?sys_id=d8ffc6b46f6e3100000131012e3ee4f1)
· All Fermi-Owned Active Desktop/Laptop Report – Common report used as the foundation of all reports.  Lists all active laptops and desktops owned by Fermilab, the device’s custodian, property tag, node name, organization, and many other data fields. (https://fermi.service-now.com/sys_report_template.do?jvar_report_id=6b7e711d6f017500c8b668826e3ee4f5)
[bookmark: _Toc431937834][bookmark: _Toc431938793][bookmark: _Toc431937837][bookmark: _Toc431938796][bookmark: _Toc431937838][bookmark: _Toc431938797][bookmark: _Toc431937840][bookmark: _Toc431938799][bookmark: _Toc432172359][bookmark: _Toc22121150]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]This service supports Fermilab standard desktops, laptops, and limited set of mobile devices.
[bookmark: _Toc432172360][bookmark: _Toc22121151]APPENDIX B: SLA and OLA Cross Reference
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary.  
A Table of Service Dependencies is stored in a separate file (Desktop Services Service Dependencies) in the document database entry for this service area DocDB# 3716
[bookmark: _Toc432172361][bookmark: _Toc22121152]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 
A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process DocDB# 5614
[bookmark: _Toc432172362][bookmark: _Toc22121153]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Supplier Lists, including contact information can be found here.
Key vendor contracts supporting this service area are:
· Dell Managed Services Contract
· Bomgar
· Microsoft EA (SCCM)
· Symantec
· Jamf (Casper)
· Aspera
· Lumension
[bookmark: _Toc431937845][bookmark: _Toc431938804][bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc432172363][bookmark: _Toc22121154][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc422151770][bookmark: _Toc403643094]Each Division, Section, Center, Department, or Group may have specific agreements for specialized support.  The list of special terms and conditions are listed on the Desktop Engineering SharePoint site.
[bookmark: _Toc403729338][bookmark: _Toc255304212]https://fermipoint.fnal.gov/organization/cs/ccd/sos/deg/SitePages/Home.aspx 
The official version of this document is in the CS Document Database (DocDB)
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