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Tactical Plan Goal 
· Provide all aspects of networking support: design, acquisition, installation, operation, monitoring, maintenance, and documentation of cabling plant, device infrastructure, and network services necessary to support the Laboratory's network needs. 
· Follow industry best practices for configurations and designs. 
· Meet present MOU’s (Memorandum of Understanding), OLA’s (Organization Level Agreement) and SLA’s (Service Level Agreement).  
· Engage in network research and development efforts that directly benefit the Laboratory’s pursuit of its scientific mission. 

Executive Summary of Objectives for FY11

	Driver
	Total

	Maintenance
	1,668,500

	Upgrades
	372,000

	Strategic
	260,000

	Discretionary Projects
	160,000

	Total
	2,460,500

	FY 11 Budget Guidance
	2,461,362




Maintenance/Compliance Drivers ($1,668,500)
1. Maintain network infrastructure which includes network devices and the Fermi data network physical cable plant. 
2. Upgrade or replace obsolete network devices as necessary to assure network performance and reliability. Also, devices for which software or firmware upgrades are no longer available, which use obsolete data link technologies, or are identified as EOL/EOS by the manufacturer, or which don’t support SSH.  For the physical cable plant remove abandoned or obsolete network cabling.
3. Renew maintenance agreements for network hardware and software products such as Cisco Smartnet, SolarWinds, NetMRI, Infoblox, etc.
4. Provide reliable and responsive network support.  To provide timely support network software and hardware tools are needed in addition to contractors for cabling, programming, audits, technical assistance and time & materials.  
5. Automatically generate logical and physical network diagrams to assist in network design planning and troubleshooting.
6. Continuously train network staff to remain current with network technologies and methodologies. 

Upgrades and Enhancement Drivers ($372K)
1. New FCC3 Data Center Top of rack switches.  Switches are needed for new datacenter and the top of rack switch design is being used to minimize the copper cabling.
2. Standalone wireless controllers (5508s) to provide a more robust wireless environment and free up slots in the 6500s chassis.
3. Wire new FCC3 data center and continue FCC2 data center work to provide high-availability networking.
4. Switch for MINOS Tunnel. There is currently no redundancy in the tunnel, which can impact experiments such as MINOS and NoVA. 
5. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Nexus 7010s for FCC data centers to increase capacity and performance.  Currently the distribution and core are comprised of 6500 series switches that are limited to 40G per slot.  
6. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Upgrades to data taking experiments such as D0, CDF, CMS and Neutrino experiments.

Strategic Drivers ($260K)
1. Research new technologies and devices that may be needed to meet strategic objectives of the Network Services group.
2. Fiber run from EAD to X-Gal (Mac Room) to establish fiber path leading to redundant capability between data centers. AD is planning on doing half of this fiber run.
3. Fiber run from West Boundary to Security Gates and Directorate Site 29.
4. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Juniper MX for border which will provide a faster and more robust external connectivity.  
5. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Juniper SRX for edge connectivity to provide additional security at present and projected data rates.  


Discretionary Project Drivers ($160K)
1. MAN/WAN installs for WAN group, ESNET, Argonne, NIU
2. Run copper and setup racks on several floors at Wilson Hall to prepare for moving from fiber to the user to a managed switch solution.  
3. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Nexus 7009s for WH to increase the capacity and capabilities of the distribution and core for that building. 
4. (RISK) – CAN NOT ACCOMPLISH due to lack of funding –  Managed floor switches in WH because the current fiber to the user architecture with unmanaged devices is costly and time consuming to maintain and offers limited capabilities. 
5. (RISK) – CAN NOT ACCOMPLISH due to lack of funding – Migrate to a production VoIP infrastructure including equipment and consultants.


Activities and Work Definition

Activity = NETWORKS / Network Services / Operations 
· Activity type:	Service
· Description:	General support, maintenance, EOL/EOS, training and travel
· Timescale:	Continuous
· Metrics:	Service request times per SLA or OLA

Activity = NETWORKS / Network Services / Investigations 
· Activity type:	 Projects
· Description:	 Network Research driven by Fermi need as outlined in strategic 			 plan
· Timescale:	Varies based on project
· Metrics	-------

Activity = NETWORKS / Upgrades 
· Activity type:  Projects
· Description:	Upgrades to routers, switches, firewalls, VoIP and wireless 				infrastructure
· Timescale:	Varies based on project
· Metrics	-------

Activity = NETWORKS / Physical Infrastructure 
· Activity type:  Service
· Description:	General support, campus fiber including WAN, upgrade WH and 			FCC computer rooms
· Timescale:	Continuous
· Metrics	Service request times per SLA or OLA

Detailed Tactical Plan Objectives and Priorities

Maintenance and Compliance Drivers

	Activity Name 
	Costs

	NETWORKS / Network Services / Operations / Maintenance
	371,500

	NETWORKS / Network Services / Operations / General Support
	430,000

	NETWORKS / Network Services / Operations / EOL&EOS
	378,000

	NETWORKS / Network Services / Operations / Training
	25,000

	NETWORKS / Network Services / Operations / Travel
	12,000

	NETWORKS / Physical Infrastructure / General Support
	452,000

	Total Costs
	$1,668,500



Objectives:
1. Maintenance 
($371,500)
This includes maintenance contracts for the vehicle, Cisco (hardware and software), Infoblox, F5, Uplogix, Solarwinds, NetMRI, and Lancope.  The specific maintenance costs to D0, CDF, AD, CMS and Neutrino experiments are not included in this cost.   

2. General Support
($430K)
This includes all contractors and consultants for technical assistance, audits, programming, time and materials. 

Software and hardware such as servers, KVMs, laptops, and other devices needed for daily operations. 

This cost also includes the purchase of network tool, which provides automatic network drawings, which will aide in troubleshooting, design and planning changes.

3. EOL/EOS
($378K)
Approximately 25% of the network is classified as EOL (End of Life) or EOS (End of Sale).  The goal is to replace problematic and obsolete technology with current, more flexible and reliable products. 

EOL/EOS devices do not support new line cards and technologies that are needed to bring the Fermi network to the forward edge of technology.

4. Training and Travel
($37K)
Goal is for all network services team members attend at least one class (1 week) or conference.  Long term goal is to have all network services team members with at least one certification.

5. Physical Infrastructure General Support
($452K)
This entails maintenance of the Fermi general facility cable infrastructure and responding rapidly to changing infrastructure requests from the experiments. This also includes normal yearly expansion of existing infrastructure, routine upgrades to keep pace with technology and troubleshooting support which includes staff augmentation, cabling contractors. 


Assumptions:
1. The experiments will be paying for their maintenance.

Risks:
Without maintenance, service response times will be impacted when network devices do not get updates or replacements and staff does not get phone support when needed. 
Network Services needs various network tools to provide day to day support.  In addition to consulting services to obtain specific expertise for special projects.
EOL/EOS devices do not support new cards or technologies that are needed to bring Fermi network to acceptable levels of service.  Failure to replace these devices will incur larger costs over time.
Not properly training network support staff could result in outages and data loss. 
Physical infrastructure needs to have funding to provide users adequate response times and services


Upgrades and Enhancement Drivers

	Activity_Name
	Costs

	NETWORKS / Upgrades / Routers and Switches
	122,000

	NETWORKS / Upgrades / Wireless
	100,000

	NETWORKS / Physical Infrastructure / FCC Computer Rooms
	150,000

	Total Costs
	$372,000



Objectives:
1. Network Upgrades
($222K)
This includes top of rack switches and cabling for the FCC data centers.  The top of rack switches will be deployed in the new FCC3 data center. These switches only require fiber uplinks across the data center, minimizing the cabling costs and footprint.

The upgrade of the wireless controllers from a card in the 6500 chassis to a standalone device will allow for greater flexibility and stability. Wireless is an integral component of the network infrastructure.

FCC Computer Rooms
($150K)
The entails cabling of the new FCC3 data center and continuing to cable the FCC 2 data center with cat 6 cabling, fiber in addition to adding overhead trays.  


Assumptions:
1. Nexus switch for the new FCC data centers will be funded in FY10, if it is not it will be added to the FY 12 budget. 
2. Experiments such as D0, CDF and CMS will fund their network upgrades.

Risks:
1. FCC3 data center switches are needed to support the devices that will be placed in the new data center.  
2. If not adequately funded new data center will not support all the new equipment
3. Without proper data center cabling and trays the “hot and cold” aisle project which is a facilities goal will not be completed and Network Services may not be able to provide 10G capable fiber to all areas.


Strategic Drivers

	Activity_Name
	Costs

	NETWORKS / Network Services / Investigations
	40,000

	NETWORKS / Physical Infrastructure / Campus Fiber
	220,000

	Total Costs
	$260,000



Objectives:
1. Investigations
($40K)
Researching new technologies and devices that may be needed to meet strategic objectives of the Network Services group and DOE mandates. Not investigating new technologies could delay deployment of services such as IPv6 and MPLS.  

2. Campus Fiber
(220K)
Network Services is planning on two fiber runs in FY 11. 

The first is to provision data centers to provide high-availability networking between them by establishing fiber path leading to redundant capability.  AD will be funding half the fiber connection and Network Services would like to fund the EAD to X-Gal (Mac room) to complete the path to WH.

Second fiber run is to establish fiber path along west boundary by using City of Batavia power poles for connections to Pine St, Wilson St security gates and the Directors site connecting via Giese Rd fiber back to FCC.   Leave hand hole at Wilson St for future connection to LCC-GCC via Abovenet –proposed right of way


Assumptions:
1. The Juniper SRX (Edge1 and Edge2 replacement) and Juniper MX router for the border are not included in FY11 because of the costs, but will be included in the FY12 budget.

Risks:
1. Failure to investigate new technologies will delay deployment of new services.
2. FCC, GCC and WH are the three data center sites and there is no path diversity between them.
3. The Directors complex will continue to have network connectivity issues.
4. Security gates will continue not to have network and cameras.


Discretionary Projects Drivers

	Activity Name
	Costs

	NETWORKS / Physical Infrastructure / WAN
	10,000

	NETWORKS / Physical Infrastructure / Upgrade WH
	150,000

	Total Costs
	$160,000



Objectives:
1. Physical Infrastructure for WAN
($10K)
Working with WAN group on MAN/WAN installations. Including assisting Argonne/NIU with connections from FNAL through DNTP and NIU with their MAN/WAN links through FNAL to NWU/Starlight.  

2. Physical Infrastructure WH Upgrade
($150K)
      Upgrade several floors at WH to copper with managed switches.  The current  	fiber to the user architecture with unmanaged devices is costly to maintain.  	However, due to the costs incurred with migrating the entire building to a new  	architecture, the plan is to begin migrating several floors a year. 



Assumptions:
1. The VoIP project may not get funded, therefore the costs of purchasing a production VoIP system and consulting services to implement and support are not included.
2. The Nexus and floor switches for WH are not listed but will be included in the FY12 budget.

Risks:
1. The KTIs fail at a rate of 5 to 10 per week which impacts users and KTIs are not intelligent devices which limits configuration options available for end users


Staffing Issues:  
Network Services got a reduction in staffing with Dave Coder, Alden Clifford and Darryl Wohlt no longer being full-time in the group.  In addition to full-time employees, the cabling contractors were reduced from three to two. There are several high priority projects that need to get accomplished and at the same time day to day operations needs to be done in a timely manner.  Support issues take precedence which is going to impact project implementations. 


 Network Services Cost Breakdown
Maintenance
68%
Upgrades
15%
Strategic
10.5%
Discretionary Projects
6.5%
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