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USCMS Applications and Tools Goals -  
Meet the U.S. obligations to International and U.S. CMS in the areas of workflow and data management. Support the data operations teams to make efficient use of the distributed computing resources for large-scale simulation, data processing, and data selection.  Support CMS in extended data collection and begin to transition to a sustainable operations model. Research new technologies to improve efficiency, scalability and reliability of the CMS data handling and processing system. 

USCMS Applications and Tools Strategies – 
Define feature requirements with the CMS Data Operations, User Support and Computing Integration Groups.   Deliver infrastructure in tracked releases to CMS integration for testing and validation.    Transition products to operations.   Provide direct user and operator support as well as organize user tutorials, documentation, and operator training.

LHC/USCMS Applications and Tools/Organized Production Tools
Objectives for FY11
Complete implementation of main Tier-0 workflow infrastructure 
Support Tier-0 processing Infrastructure in operations 
Transition Tier-0 to WMAgent framework
Complete and deploy infrastructure for Tier-1 Re-reconstruction and Skimming
Implement Simulation  support within WMAgent framework
Deploy Request service to operations
Scale test and improve reliability and tracking of workload management activities
Improve overall automation to reduce operations load
 
Activity= LHC / CMS / Workflow Management Development
· Activity type: Project
· Description: Contribution to WMAgent and Production tools
· Timescale: Oct 1, 2010 – Sept 30, 2011 
· Metrics: Allow CMS to process and archive the incoming data for 18-24 month data taking run
· Milestones: Migration to all components to WMAgent system June 2010

Priorities for FY11
The highest priority for Organized Production Tools is to support components required to collect and accurately process the first year of data in CMS.   This puts the highest emphasis on Tier-0 and Tier-1 processing components and lesser but important emphasis on tools required for greater operational efficiency.   Tools to support simulation, an area that has been a focus during experiment preparation, are important but lower priority than the tools needed to support data.

Staffing: The Organized Production tools area has reached the level of effort foreseen in the US-CMS Software and Computing project plan.   Currently Organized Processing Tools relies on effort from the following individuals from the computing division and supported universities. 
David Evans (1.0FTE) CD
Stephen Foulkes (1.0FTE) CD
Matthew Norman (1.0FTE) UCSD
Seangchan Ryu (1.0FTE) CD
Rick Wilkinson (0.9FTE) Caltech
Zdenek Maxa (0.5 FTE) Caltech
 
LHC/USCMS Applications and Tools/Analysis Tools
Objectives for FY11
Complete functionality for data merging and publication of user and group produced samples
Incorporate Analysis processing into same WMAgent framework as Data and Simulation system to improve efficiency and long term maintainability.
Improve services for managing and moving user results.

Activity= LHC / CMS / Workflow Management Development
· Activity type: Project
· Description: Contribution to CMS CRAB Systems
· Timescale: Oct 1, 2010 – Sept 30, 2011
· Metrics: Allow users to submit analysis jobs at the level defined in the CTDR
· Milestones: Migration to WMAgent system End 2010


Priorities for FY11
The highest priority for Analysis Tools is to support components required to analyze the first year of data in CMS.  The highest priority is to improve the efficiency of the users to produce and publish reliable samples and analysis results.
 
Staffing: The Analysis tools area has reached the level of effort foreseen in the US-CMS Software and Computing project plan.   Currently Analysis Tools relies heavily on international CMS effort and from effort supported by US-CMS 

Eric Vaandering (0.8) CD


LHC/USCMS Applications and Tools/Dataset Bookkeeping System (DBS)
Objectives for FY11
Support the existing DBS infrastructure for production and analysis users
Implement Version 3 of the DBS Schema and supporting REST Model API 
Deploy a separate service for Data Quality Information

Activity= LHC / USCMS Application Services
· Activity type: Project
· Description: Development of the Dataset Bookkeeping System
· Timescale: Oct 1, 2010 – Sept 30, 2011
· Metrics: Catalog CMS data as it arrives during 2010/11 run
· Milestones: DBS3 Deployed and used at scale, with migration of all current DBS2 data;  Full Integration with DAS system
· 

Priorities for FY11
The highest priority for DBS is to support and develop components required to catalog and access the first year of data in CMS and to ensure the bookkeeping system will scale for the 2010 run. 

Staffing: The DBS project is supported by a combination of CD and university effort.   The budget in US-CMS calls for an additional development position either at FNAL or a university to help complete the implementation of DBS-3.

Anzar Afaq (1.0FTE) CD
Yuyi Guo (1.0FTE) CD
Daniel Riley (0.5FTE) Cornell 
TBN (1.0 FTE)



LHC/USCMS Applications and Tools/Data Aggregation Service (DAS)
Objectives for FY11
Roll out and deploy the DAS aggregation service to front line users and incorporate the growing number of DAS services into the aggregation & query system.
Support queries against multiple services. Return datasets, files, and number of events for queries based on selections from several service databases
Continue rigorous scale testing and reliability tests.

Priorities FY11
The highest priority of the DAS service is to deploy and scale a service to cache queries and deliver the information to analysis users across several sources of information.   

Staffing:  The DAS effort is currently staffed with only one developer and may need to be augmented with additional effort from International CMS.

Valentin Kuznetsov (1.0FTE) Cornell


LHC/USCMS Applications and Tools/WebTools Project
Objectives for FY11
Lead and oversee the WebTools Data and Workload Management project for CMS.
Review and implement security structure of the WebTools platform and establish guidelines and working procedures for developers
Oversight of deployment of new services
Formation of an HTTP Services Group and operations training for running the cmsweb cluster at CERN.

Priorities FY11
Review and update the CMSWEB cluster so that the required central web applications for data processing can be deployed and made available to CMS users.
Ensure the platform is secure and scalable

Staffing: 
Lassi Tuura (0.6FTE) FNAL (Contractor located at CERN)


Change control: 
Scope and schedule changes in the software area are dedicated by the international CMS offline project coordinator in consultation with the level 2 managers for offline.   The offline manager for data and workflow management is David Evans.    
Risk Assessment:
Failure to support functional products for organized processing and distributed analysis during the extended period of first data taking would jeopardize the physics potential of CMS. 
The user community will find ways of analyzing the CMS data.   Failure to make the common tools functional to meet their needs will result in chaotic analysis, organic development, and will be difficult to bring people back to the common tools.
The DMWM project as a whole is short of manpower, such that commonality of tools and frameworks must be maintained to allow effort to shift between projects as demanded by experiment requirements. This may lead to schedules slipping in some areas as people are needed to address other urgent issues.



