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Large-scale science projects, such as LHC experiments, are built upon globally distributed collaborations that make use of distributed computing models. Such projects depend on predictable and efficient bulk data movement between collaboration sites. The computing facilities used to support these collaborations are typically data centers comprised of thousands of computation nodes acting as massively-scaled cluster computing platforms. Efficient wide-area data movement in these environments is typically accomplished through use of multi-stream data transmission tools, such as GridFTP.  As a result, bulk data movement between scientific collaboration sites has the following features:
· It involves dozens, perhaps hundreds, of systems
· It consists of hundreds, perhaps thousands, of parallel data streams
· It lasts for extended periods of time (hours or even days).
Fermilab has deployed a traffic characterization capability that analyzes application data movement in this type of environment.  We utilize the CMU SiLK toolset on flow data collected at the site perimeter to generate the traffic analysis. The analysis provides extensive details on individual data transfers, both at the single TCP flow level, and summary characteristics of the aggregate data movement.  This information has proven useful for performance analysis, traffic engineering, and network capacity planning. In this paper, we will provide analysis of large-scale bulk data movements in and out of Fermilab.

