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The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
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	Service Area:
	Network

	Service Area Owner:
	Andrey Bobyshev

	 
	 
The Networking Services at Fermilab provides basic wired and wireless network connectivity, IP address management, name and address resolution, network time, node registration and guest registration services, Internet access, and network monitoring.


	 
	ISO20000 Certified








	Service Offering
	Short Description
	Offered
	Owner

	 Network Access (wired/WiFi) – Standard
	• Standard network access is available to all Fermilab employees, visitors and contractors working at Fermilab or at Fermilab controlled facilities (NOvA Far Detector, Ash River, MN).
• The features of standard network access include:
· Wired and/or wireless network connections in buildings, depending on location.
· Internet routable IP address site-VPN to access the Fermilab campus remotely
· DHCP/static (by request)
· NTP (network time protocol)
· Monitoring of major network components
· network access (wireless only) Basic Network Security Protection
· Automatic blocking of scanning activity
· System scans for vulnerability
· DNS Records Management
• Enhanced network offering options are not available for Standard Network Access.

	Customer-facing
	Andrey Bobyshev

	DNS Records Management – Standard
	• The addition/removal of DNS records for services, additional network interfaces, convenience names, aliases, etc.

• The requester must be the designated responsible party for the DNS record in order for the request to be satisfied.
	Customer-facing
	Andrey Bobyshev

	Network Facilities – Standard
	• Installation and decommissioning of the physical network infrastructure including cables, network electronics, racks and PDUs.
• For installations, the customer is responsible for the direct costs of acquiring and maintaining the needed equipment.
• This service is typically used in conjunction with data center networking and can include requests such as:
• Installation/removal of network fiber cables and network copper cables to a server, rack, location and/or building.
• Installation/decommission of network equipment; 
• In cases where this service is required to resolve an incident, the criticality will follow that of the incident.
	Internal
	Andrey Bobyshev

	Data Center Networking – Standard
	• Installation/decommissioning of the physical network infrastructure, including cables, network electronics, racks and PDUs.
• For installations, the customer is responsible for the direct costs of acquiring and maintaining the needed equipment.
• Features of this offering include all standard network connections (except wireless) plus:
· 1/10/25 GbE wired/fiber connections for server farms, high performance computing and storage.
· nx10 and nx100 wired non-blocking network fabric in the computing rooms and between buildings (the customer might be required to bear the direct costs of acquiring and maintaining equipment needed)
· Redundant connections for access switches
· Server virtualization support
· Transparent moving of computing resources between data centers and computing rooms
· Internet routable IP address
· Enhanced network offering options available

	Customer-facing
	Andrey Bobyshev

	High-availability Networking – Standard
	Networking that requires 24x7 support and availability outside of the data center such as inter-building connections, routing, switching.  Some custom network designs may require this service depending on design.  
	Customer-facing
	Andrey Bobyshev

	Wide-area Network – Standard
	Provides offsite/internet connectivity for the lab. Support is 24x7.
	Internal
	Andrey Bobyshev

	VPN - Standard
	The VPN provides a way for Fermilab users to access the Fermilab network from a remote site but appear to be on the local network. 
	Customer-facing
	Andrey Bobyshev

	Basic Network Security Protection - Standard
	Systems that do not meet the minimum levels of network security are blocked.
• Systems on the Fermilab network that do not meet the minimum levels of network security are blocked.
• Basic Network Security provides:
· Protection users’ subnets by the site firewall
· Special network access control lists (ACLs) for protecting computer systems.
· Manual network blocks as requested by Computer Security.

	Internal
	Andrey Bobyshev

	Network Load Balancer (Application Delivery) - Standard
	• The network load balancer/application delivery  offers service providers a way to distribute workloads across multiple computing resources such as servers, compute clusters, network ports, etc.
• This service is only available to computers located in the data centers.
	Internal
	Andrey Bobyshev

	VoIP - Standard
	• VoIP (Voice over Internet Protocol) is a telephony service that uses network infrastructure to transmit phone calls via internet instead of a traditional phone line.
• VoIP phone availability is limited and subject to equipment availability.

	Customer-facing
	Andrey Bobyshev

	Custom Network Solutions - Standard
	If necessary, Network Services team can work with customers to provide an enhanced network solution to meet their requirements.  Enhance network offerings are only available to data center network connections.  Enhanced network solutions include, but are not limited to, using the following technologies:
· Custom network designs and implementations
· Customers and the network engineers will develop a custom network design to meet the customers’ needs. Depending on the design, the offering of the network will either be categorized as a Standard Network Access, Data Center Networking or High Availability Networking.
• Enhanced network solutions are typically used by services or experiments that must comply with certain government regulations or that require a higher degree of security fault-tolerance than what is offered in the standard network connection or data center connection.
• Examples of areas that may require enhanced network solutions include DAQ networks, financial networks and EOC network. Designs may include the use of the following:
· Custom VPN design/deployment
· Private networks
· End-to-End circuits for high-impact data movement
· Dedicated DNS
• Additional special services may be negotiated on a case-by-case basis. The customer or internal service will be responsible for all costs associated with this new class of service.

	Customer-facing
	Andrey Bobyshev
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Network Access (wired/wifi

	[bookmark: _Toc424229255][bookmark: _Toc424231654]Network Access (wired/WiFi) - Standard
	 

	Other Information
	Criteria: Typical end-user connection for an office, cubicle, or conference room.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 8to17by5   Critical Incidents allowed     ISO20000 Certified  



DNS Records Management - Standard

	DNS Records Management - Standard
	 

	Other Information
	Criteria: re-addressing an computer, adding an alias to a computer.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 24 hours

	Supported by
	Network Services

	Off hours support: 8to17by5    Critical Incidents allowed     ISO20000 Certified  




Network Facilities - Standard

	Network Facilities - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 24 hours

	Supported by
	Network Services

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  





[bookmark: _Toc20393679]Data Center Networking - Standard
 
	Data Center Networking - Standard
	 

	Other Information
	Criteria: Any computing equipment located in a Fermilab controlled data center requiring a network connection

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  




[bookmark: _Toc20393680]High-availability Networking - Standard

	High-availability Networking - Standard
	 

	Other Information
	Criteria: Typically used where network outages are not tolerated.  This is based on mission needs for network availability and analysis of impacts.   

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



[bookmark: _Toc20393681]Wide-area Network - Standard

	Wide-area Network - Standard
	 

	Other Information
	Criteria: Internal use only.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



[bookmark: _Toc20393682]VPN - Standard 
 
	VPN - Standard
	 

	Other Information
	Criteria: Remote users (at home, at a conference, etc) needing to access Fermilab resources which restrict access to on-site computers only.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 12 hours

	Supported by
	Network Services

	Off hours support: 8to17by5   Critical Incidents allowed     ISO20000 Certified  



[bookmark: _Toc20393683]Network Security Protection - Standard

	Network Security Protection - Standard
	 

	Other Information
	Criteria: All systems on the network obtain this service offering. Exemptions must be requested from computer security.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  
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	Network Load Balancer (Application Delivery) - Standard
	 

	Other Information
	Criteria: Typically used by service owners to provide fault tolerance to their services such as web services, email services, etc.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Network Services

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



[bookmark: _Toc20393685]VoIP - Standard

	VoIP - Standard
	 

	Other Information
	Criteria: VoIP is only available to occupants in Buildings IB3A, IARC, and other specific locations. Requests for VoIP availability in other locations are taken on a case-by-case basis and are limited based on available infrastructure.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Network Services

	Off hours support: 8to17by5   Critical Incidents allowed     ISO20000 Certified  
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	Custom Network Solutions - Standard
	 

	Other Information
	Since the enhanced network may be classified as Standard Network Access, Data Center Networking or High Availability Networking the support schedule and critical incident handling follow that of their classification.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	

	Supported by
	Network Services

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  
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[bookmark: _Toc20393688]Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Every computing service used by the lab has a requirement for network connectivity and varying level of network services. 
The network requirements for core computing services come from the aggregated requirements for servers and networked storage, including the performance requirement.  As technology changes and more servers are virtual the connectivity requirements per server change. 
The Scientific Portfolio Management Team process collects requirements from all parts of the lab’s scientific program and reviews the requests and needs and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area. 
The Network Service area carries out long term planning for all aspects of the network, including end-of-life technology, network architecture and predicted capacity needs.  A multi-year roadmap is in place for the Network Service Area and a number of reports and documents support the planning process and roadmap
· Network 5 year plan
· Tactical Plan: https://tpa.fnal.gov/TacticalPlan/TacticalPlanPrint/683
· Network Architecture: https://fermipoint.fnal.gov/organization/cs/ccd/ncs/Shared%20Documents/Network%20Planning/Network%20Architecture/Architecture%20figures-v1.2.pdf
· Network Modules: https://fermipoint.fnal.gov/organization/cs/ccd/ncs/Shared%20Documents/Network%20Planning/Network%20Architecture/Network%20Module%20Characteristics-v1.1.docx
· Network Planning: https://fermipoint.fnal.gov/organization/cs/ccd/ncs/Shared%20Documents/Forms/AllItems.aspx?RootFolder=%2Forganization%2Fcs%2Fccd%2Fncs%2FShared%20Documents%2FNetwork%20Planning&FolderCTID=0x012000E57A91A73DF78F46B8451D74BE6818CC&View={BDA83855-12C0-49B6-9C3D-9E895A88D76E}
· Designs/Projects: https://fermipoint.fnal.gov/organization/cs/ccd/ncs/ns/SitePages/Home.aspx
· VoIP Planning: https://fermipoint.fnal.gov/organization/cs/ocio/eacm/EA%20Extended%20Team%20Dcouments/Forms/AllItems.aspx?RootFolder=%2Forganization%2Fcs%2Focio%2Feacm%2FEA%20Extended%20Team%20Dcouments%2FEAET%20-%20VOIP&FolderCTID=0x01200053A00076C1A47F45B3E9BC0AEB3036F2&View={5EB06AE2-E44F-45E6-8372-A5FD10ADDED2}
· EOS Devices: https://fnorion.fnal.gov/Orion/SummaryView.aspx?netobject=&ViewID=248


[bookmark: _Toc20393689]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
Based on the business requirements, roadmaps and architecture service offerings adequate capacity to meet those needs is examined in the Computing Budget and Planning cycle each year.  
In addition, staffing resources need to be considered for the capacity planning for this service area in order to meet Service commitments. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for Network Services.


The following service offerings are managed through Component Capacity Management
· Network Access (wired,WiFi) - Standard
· Data Center Networking - Standard
· High-availability Networking - Standard
· Wide-area Network - Standard
· VPN - Standard
· Network Load Balancer (Application Delivery) - Standard
· VoIP - Standard
In addition the following units of capacity are planned for during Core Computing capacity planning and usage is understood (see Capacity Plan)
· DNS Records Management - Standard – numbers of monthly requests handled
· Data Center Networking - Standard – extent of cabling needs based on plans for other services that may exceed current capacity for such work by Managed Services service provider. In this case additional resources must be contracted for.
· VPN - Standard – maximum number of off-site connections that can be supported. This becomes relevant in a continuity of operations or disaster situation where people are not allowed on site.
· Network Load Balancer (Applicatio Delivery) - Standard
· VoIP - Standard – based on the number of licenses purchased and phones available

[bookmark: _Toc20393690]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
For all service offerings, other than Network Facilities, the basic units in which Component capacity is measured are 
· CPU Utilization
· Network Bandwidth Utilization 

Network capacity measurements are taken for:
· Offsite links ( presently 3x 100G  to ESnet)
· Data Center Distribution Layer bandwidth utilization between FCC and GCC
· The USCMS-Tier1 bandwidth utilization between FCC and GCC buildings
· Data Center Access Layer bandwidth utilization in  FCC and GCC computing rooms
· The USCMS-Tier1 Access Layer  bandwidth utilization in FCC and GCC computing rooms
References to all metrics can be found at https://fermipoint.fnal.gov/organization/cs/ccd/ncs/SitePages/Metrics.aspx
Network capacity measurements are collected by SolarWinds Management system as following: 
· https://fnorion.fnal.gov/Orion/SummaryView.aspx
· This information is updated every 3 minutes.
· Default Warning thresholds for all devices are:
· CPU Load >80%
· Memory Usage >80%
· Response Time >500ms
· Percent Packet Loss >30%
· Solarwinds will create a visual alert when these thresholds are reached, but not an automated incident ticket at the moment. 


The following table summarizes the triggers for action 


	Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	Network Bandwidth Utilization
	Varies by link – see Sections 3.1 and 3.2

	Varies by link
see Sections 3.1 and 3.2
	50%
	Begin planning exercise for longer term increase of network bandwidth for that particular segment of the network.

	Network Device Utilization
	Varies by device see Sections 3.1 and 3.2

	Varies by device see Sections 3.1 and 3.2

	80%
	The monitoring systems described above will generate an alert.  Network services will determine the cause of the resource utilization and implement mitigation as necessary.
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[bookmark: _Toc20393692]Business Requirements
All Computing Services in support of lab operations and the scientific program require network services. In most cases they critically depend on one or more of the network service offerings in the Network service area in order to function.  The quality of services, capacity, availability and performance must continuously be examined to ensure they meet business needs, within budget constraints. 
In the annual budget process the business requirements are reviewed and aggregated so that  the Network Service Area area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· The Scientific Portfolio Management Team process (https://fermipoint.fnal.gov/project/sppm/SitePages/Home.aspx)
· Individual Experiment Technical Statements of work (TSW) 
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
[bookmark: _Toc20393693]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed in Appendix E



[bookmark: _Toc20393694]Service Charging Policy
No costs will be charged to the customer for one of the standard network services, including DNS records management, except where noted in the table below. 
Any costs associated with the Custom Network Solutions service will be negotiated between the customer and the provider.

	Network Access (wired/wifi) - Standard
	no charge

	DNS Records Management - Standard
	no charge

	Network Facilities - Standard
	Customer pays for materials.

	Data Center Networking - Standard
	in some cases a Customer using the data center whose use drives addition or reconfiguration of cabling and equipment pays.

	High-availability Networking - Standard
	No support charge.  Customer is responsible for equipment and annual maintenance. -- Indirect charge for offsite such as the FDs (or at least we state they need to provide on-site hands/eyes)

	Wide-area Network - Standard
	No charge for general usage. For scientific data uses, such as end-to-end circuits, costs are negotiated and are based on requirements.

	 VPN - Standard
	no charge

	Network Security Protection - Standard
	no charge

	Network Load Balancer (Application Delivery) - Standard
	no charge



[bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc20393695]SERVICE REQUESTS

	Service Catalog Items
	 

	Service 
	Catalog Item

	Network Access (wired/wifi)
	New Network Hookup

	
	IP address or Domain management

	 Data Center Networking
	Install a network cable in <my location>.

	 
	Please check  the wireless coverage in <my location>.

	Network Security Protection
	Block IP address

	VoiP
	Request a phone (special case)

	Wide Area Network 
	Need a dedicated connection to <country/university>

	VPN
	

	Node registration (via http://appora.fnal.gov/pls/default/node_registration.html)
	Register, modify or delete networked computer registration

	 
	Register a service cluster

	 
	Replace one system for another

	 
	Exchange one system for another
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Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709][bookmark: _Toc295721900]The Priority for incidents and requests is determined by a combination of the Impact and the Urgency. Refer to the Foundation SLA for additional information
[bookmark: _Toc202855353][bookmark: _Toc203106126][bookmark: _Toc333213671][bookmark: _Toc339399714][bookmark: _Toc20393697]Critical Incident Handling
A critical incident is the highest priority incident, one in which a highly visible and important service depended upon by many users is no longer operable and there is no acceptable work-around. Refer to the Foundation SLA for additional information.
· Network Access (wired/WiFi) – Standard
· Data Center Networking – Standard
· High Availlbility Networking
· Wide-area Network - Standard
· VPN – Standard
· Basic Nework Security Protection – Standard
· Network Load Balancer – Standard
· VoIP - Standard

[bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc20393698]Service Availability

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
The general maintenance window for Network devices is Thursday, 7-9 am.  Work in this maintenance window can affect any of the services in this service area.  In particular this covers Wide Area Network, VPN and  Network Security Protection.  Outages of these systems are defined by the system providing no service. 
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[bookmark: _Toc20393700]SERVICE SUPPORT
[bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc20393701]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
Standard off-hours support is provided 24-hours, 7-days per week for specific critical network devices. 
Network support staff is available via pager, cell phone or other mechanism outside of the On-Hours support timeframe, and can access the network via remote access VPN. If a device on the Critical Device List requires Off-Hours support, staff may work remotely or may return to the site to work on the incident. Refer to Foundation SLA for information on critical incident handling.
In addition to devices on the Critical Device List, Experiment control rooms can report service incidents via the Service Desk critical incident handling process.
Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc20393702]Customer requests for Service Enhancements
The Service Owner will respond to requests for service enhancements received with appropriate advance notice within 7 business days.
[bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc20393703]SERVICE LIFECYCLE
Plan
· Networking service owners are actively engaged in a continuous improvement program which monitors and analyzes network traffic with the goal of increasing efficiency, reliability and security of the traffic.
· To assist with planning, Networking service owners will provide an inventory of equipment to customers, including information such as equipment end-of-support (EOS) information and relevant performance information as appropriate.
Analysis 
· Networking service owners will perform interoperability and performance tests of product evaluations.
· Networking service owners will monitor network device performance.
· Networking service owners will monitor network device configurations and compliance to baselines.
· Networking service owners will perform periodic security audits against network devices.

Purchase 
· All networking devices are to be purchased by the Network service owner.
· Network service owner will coordinate warranty repairs and non-warranty repairs or replacements in order to assure compliance with network device standards. 

Integration and Testing
· All networking devices are to be evaluated for interoperability with the existing network infrastructure, and for interoperability with security and management controls.
Deploy
· All networking devices are to be installed by the Network service owner.
 
Maintenance and Operations
· All networking devices are to be managed and operated by the Network service owner.
Retire/Replace
· The Network service owner coordinates network device disposal with PREP.
· The Network service owner will not re-deploy a device which as previously been excessed.
 
[bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc20393704]RESPONSIBILITIES
[bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc20393705]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

[bookmark: _Toc20393706][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
[bookmark: _Toc424231663][bookmark: _Toc424631004]CUSTOMER RESPONSIBILITIES
Customers agree to formally designate a liaison to act on behalf of the organization to provide the following:
· Convey pertinent information to and from the users about the content of this service agreement.
· Participate in SLA reviews.
· Provide representation for Continual Service Improvement activities as needed.
· Coordinate maintenance downtimes requiring a service outage. 

[bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005]USER RESPONSIBILTIES
The users agree to:
· Provide access to workstations, servers or other network-attached devices as necessary to install, modify or maintain the networking service.
· Be available to support staff to answer questions and facilitate service delivery during regular support hours or during off-hours support windows.
· Submit requests for service using standard methods.
· Validate the resolution of incidents in a timely manner when requested.

[bookmark: _Toc224182443][bookmark: _Toc424631006]SERVICE OWNER
Providers of Networking Services agree to:
· Provide all services as documented in sections 1 and  2 of this document. 
· Meet the Service Commitments as documented in section 6 of this document.
· Provide service quality reports as documented in section 11 of this document.
· Update and maintain any underpinning contracts for support services.
· Maintain security of the network as documented in the following documents:
· Network System Security Plan, DocDB#1024
· Network System Contingency Plan, DocDB#1059
· Network System Risk Assessment, DocDB#992

[bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc20393707]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Network Access (wired/wifi) - Standard
	4 hours
	24 hours

	DNS Records Management - Standard
	24 hours
	24 hours

	Network Facilities - Standard
	24 hours
	n/a

	Data Center Networking – Standard
	4 hours
	24 hours

	High-availability Networking – Standard
	4 hours
	24 hours

	Wide-area Network - Standard
	4 hours
	24 hours

	
	
	

	VPN - Standard
	12 hours
	24 hours

	Network Security Protection - Standard
	4 hours
	24 hours

	Network Load Balancer (Application Delivery_ - Standard
	4 hours
	24 hours

	VoIP = Standard
	12 hours
	24 hours



10.1 [bookmark: _Toc465103242][bookmark: _Toc465242039][bookmark: _Toc465331494][bookmark: _Toc465348476][bookmark: _Toc20393708]Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
Networking uses redundant components and automatic failover to mitigate failures for those services whose loss would result in high disruption.  This includes:
· Network Core
· Network  Data Center Distribution Layer
· Essential Services (DNS/DHCP/NTP)
· WAN Connectivity
For those areas not guarded by redundancy, the recovery strategy is to assess the issue and determine next steps based on the situation.  This may include using spares to restore service if deemed necessary.

10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc20393709]Initial recovery strategy
Network Services Primary and Secondary  on-call staff are the initial responders to assess network status of  and review the situation in case of a critical incident.  
If an event  is detected by  Network Services the following steps will be done :
· the primary and/or secondary on-call staff will contact the Service Desk to create the incident and inform about  possible critical impact
· Contact the  Service Owner (Network Services Group Leader or NCS Department head if group leader is unvailable)
· Conduct initial assessment
If the critical incident is created by other Services,  Network Services on-call staff should be contacted by Services Desk or directly using the CCD contact list :
· Contact the Service Owner (Network Services Group Leader or NCS Department head if group leader is unavailble)
· Conduct initial assessment


10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc20393710]Overall recovery strategy
· There is redundancy for General Network Services, there would have to be an outage at multiple data centers for these services to be completely unavailable.  In the event an appliance goes down, Network Services will work to recover it.  
· Network Facilities (Campus LAN) – The campus LAN covers a large part of the Fermi campus and there are several network distribution points.  It is highly unlikely the entire Campus LAN can be down at once, it is more probable that a part of the Campus can be down.  If there is an outage on the Campus then Network Services will work to restore services to that area.  Depending on the root cause, software or hardware may need to be updated or replaced.
· Network Facilities (Data Center) – There is redundancy at the distribution and core in the data centers.  Therefore, for service to be impacted, an access switch would have to be down.  If there is an access switch outage Network Services will work to recover the switch.  Depending on the root cause, software or hardware may need to be updated or replaced.
· There is redundancy for the Wide Area Network, there would have to be an outage at multiple data centers for these services to be completely unavailable.  In the event we lose a border router, Network Services will work to recover it.  


10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc20393711]Recovery Scenarios
[bookmark: _Toc20393712][bookmark: _Toc465348480]Building not accessible (Data Center Available)
Document checklist/plan
· Verify Site VPN is available.
· Verify network management access is available. 
· Refer to the “Overall Recovery Strategy” steps.
[bookmark: _Toc20393713]Data Center Failure (Building Accessible)
Document checklist/plan
· Refer to the “Overall Recovery Strategy” steps. 
[bookmark: _Toc20393714]Building not accessible and Data Center Failure
Document checklist/plan
· General Network Services are available in more than one Data Center
· There is redundancy at the distribution and core in the data centers.  The single point of failure is the local access switch if a device in the failed data center is not dual homed.  In the event of an access switch failure, Network Services will need to wait until building access is restored before network restoration can begin. 
[bookmark: _Toc20393715]Critical recovery team not available
Document checklist/plan
· Call Cisco support for assistance on switches, routers, and VPN appliances.
· Call Brocade support for switch/router assistance.
· Call Infoblox support for DNS/DHCP assistance.
· Call Symmetricom or End Run for NTP assistance.
· Call F5 for loadbalancer support.
· Call Palo Alto for firewall support.
· Call ESNET for Wide Area Network circuit issues

Pandemic (Workforce completely remote, 30+% of staff ill)
Document checklist/plan
· All requests and changes will be reviewed by the Service Owner or designate to determine if performing such items is safe to complete remotely or carries to high a risk of affecting offsite connectivity.
· Any requirement to have on-site presence must be reviewed and approved by the Network Services and Communications (NCS) Department Head, or in the absence of the NCS Department Head, by the service owner prior to being dispatched.
· Acquire any necessary health and safety equipment required for on-site presence and distribute to personnel
· Verify Site VPN is available.
· Maintain periodic contact with the Critical Incident Command Center.
· Verify network management access is available. 
· Refer to the “Overall Recovery Strategy” steps with the following exceptions:
· Suspended Services:
1 Network cabling services suspended.
2 Network support requiring on-site presence suspended unless emergency.
3 Routing changes affecting on-site connectivity.

10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc20393716]Return to Operations
1. Recover device from hardware or software failure
1. Apply appropriate configuration
1. Failback to recovered device (if necessary)
1. Verify service has been restored

[bookmark: _Toc465423629][bookmark: _Toc465659499][bookmark: _Toc466368120][bookmark: _Toc465423630][bookmark: _Toc465659500][bookmark: _Toc466368121][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc20393717]SERVICE MEASURES AND REPORTING
[bookmark: _Toc20393718]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
[bookmark: _Toc20393719]Service specific Measures and Reports

In addition to the monitoring described in Section 3 (Capacity) see the following for additional online reports and metrics.
· https://fermipoint.fnal.gov/organization/cs/ccd/ncs/SitePages/Metrics.aspx
· https://my.es.net/availability
https://my.es.net/sites/view/fnal


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc20393720]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
· [bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]All servers listed in the Server Hosting SLA and all desktops listed in the Desktop Services SLA are supported for network connectivity.
•     The Network Services group maintains a list of all devices on the network and their status through a Smartnet contract spreadsheet. (https://fermipoint.fnal.gov/organization/cs/ccd/ncs/ns/Shared%20Documents/Forms/AllItems.aspx?RootFolder=%2Forganization%2Fcs%2Fccd%2Fncs%2Fns%2FShared%20Documents%2FSupport%20Contracts&FolderCTID=0x01200084CDC82BD3BDF74FB7535A56857F8980&View={BE17C80F-122D-483F-8657-0EC476D6433D})


[bookmark: _Toc20393721]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 

A Table of Service Dependencies is stored in a separate file (NetworkService Dependencies) in the document database entry for this service area Docb#4312

[bookmark: _Toc20393722]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614

[bookmark: _Toc20393723]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 


[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc20393724][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER

Agreements with experiments for High Availability environments are listed in the respective Technical Statement of Work (TSW) for the experiment.
[bookmark: _Toc255304212]
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