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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc18568831]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Video Conferencing Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc18568832]SERVICE AREA OVERVIEW

	Service Area:
	Video Conferencing

	Service Area Owner:
	 Farha Bhimji

	 
	Video conferencing Service provides support to facilitate communication for Fermilab users with their on-site or off-site collaborators.

	 
	ISO20000 Certified

	 
	Videoconferencing Service offers troubleshooting, technical information, video conference room appointment and coordination with off-site users and collaboration services for video and phone/web conferences involving Fermilab conference rooms and users. Videoconferencing Service offers consultation and assistance for audio, web and video conferences. Troubleshooting assistance in Fermilab conference rooms is available for audio and web collaboration when conference room audio or video components and/or adverse network conditions affect quality
or operation of conferences. Information regarding video and audio conferencing and collaboration tools at Fermilab: https://fermi.service-now.com/kb_view.do?sysparm_article=KB0011118 Videoconferencing Service supports H323 (voice and video over IP) hardware, Zoom standardized equipment and Solstice in Fermilab videoconference rooms. Desktop collaboration applications are not operationally supported by Videoconferencing Service but consulting is available for problem resolution.




	Service Offering
	Short Description
	Offered
	Owner

	[bookmark: _Hlk37154257] Video and Audio Conferencing - Standard
	• Support is provided in Fermilab meeting rooms with the exception of Ramsey Auditorium (contact Creative Services x3349) and IARC (contact Laura Rogas x6966). 
• Support for video and audio conference rooms (Zoom, Solstice, Polycom) 
• Zoom/Solstice platform meeting support 
• Zoom platform licensing: Fermilab offers two tiers of video conferencing services: basic and enhanced. Only users that need to host meetings require an account. Each user can only have one video conferencing account regardless of type. 
• Training for these platforms: Zoom Platform, Zoom Rooms, Solstice and Polycom 
Excluded from this service: 
• Special Events, including PA Systems (microphones and speaker)
 • Streaming and Archiving 
• Additional hardware that is not part of the base room installation (laser pointers, adapters, etc)

	Customer-facing
	Farha Bhimji

	 Video and Audio Conferencing Room Installation/Upgrades
	
• Installing videoconference and audio conference equipment in conference rooms.
• By request, assisting stakeholders with the appointment of new or upgraded video and audio conference equipment in on-site meeting rooms per user requirements and industry standards including coordinating installations with subcontracted integrators and Fermilab personnel.

	Customer-facing
	 Farha Bhimji

	Zoom Large Meeting Reservation
	· Requestors and alternative host(s) must have an ”enhanced” Zoom account associated with Fermilab
· A large Zoom meeting has between 300 and 1,000 participants
· The service provider will create the meeting and provide the Meeting ID to the requester
· The “Alternative Host” feature will be used to grant the requester the ability to start, stop, manage the meeting
· Reports/attendance data for the meeting can be provided upon request 
Default Meeting Settings 
By default, large meetings will use the following settings based on best practices
· Waiting Room will be enabled
· Mute participants upon entry will be enabled
· Join before host will be disabled
· Participant annotation will be off
· Only host can share (can be overridden by requestor/alternate-host during meeting)
· Zoom password protected 
Support for Shared Large Meeting Service
· On-site support for the large meeting will be the same as for a standard Zoom meeting
· Pre-meeting support is provided to ensure the rooms and equipment are functioning and that the host has started or can start the meeting.
Restrictions/Risks of Shared Large Meeting Service
· Support for large meetings held at hotels, convention centers, or universities are outside the scope of this service
· Due to technical limitations, only enhanced Fermilab Zoom users may request a large meeting
· Large meetings will be restricted to one meeting (total) per day to avoid meeting collisions and/or confusion. (Meeting collisions occur when one person running a large meeting off their scheduled time blocks the running of a scheduled meeting)
Responsibilities of the Requestor/Meeting Organizers of Shared Large Meeting Service
· Must have at least two alternative hosts – the requestor and one additional
· Secure “alternative-host” meeting email/link
· Distribute general meeting link to their attendees, set up calendar invite, etc.
· Start/stop the Zoom meeting
· Manage the meeting

	Customer Facing
	Farha Bhimji



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc18568833]SERVICE OFFERINGS


2.1 [bookmark: _Toc424229256][bookmark: _Toc424231655][bookmark: _Toc18568834] Video and Audio Conferencing - Standard

	 Video and Audio Conferencing - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Video Conferencing Support

	Off hours support: 8to17by5   Critical Incidents none    ISO20000 Certified



2.2 [bookmark: _Toc18568835] Video and Audio Conferencing Room Installation/Upgrades - Standard


	 Video and Audio Conferencing Room Installtion/Upgrades - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 4 days

	Supported by
	Video Conferencing Support

	Off hours support: 8to17by5   Critical Incidents none    ISO20000 Certified



2.3 Zoom Large Meeting Reservation - Standard

	 Large Meeting - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 12 hours

	Supported by
	Video Conferencing Support

	Off hours support: 8to17by5   Critical Incidents none    ISO20000 Certified



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc18568836]  	SERVICE CAPACITY

[bookmark: _Toc18568837]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Every experiment and every scientific program of the lab has needs for some form of Video Conferencing services.  Over the past several years the type of services requested and provided has changed considerably along and the providers of such services have changed.  Video Conferencing requires compatible equipment and services at Fermilab and many other labs and academic institutions.  The requirements for such services are discussed in a broader forum than simply at Fermilab. 
. 
3.2 [bookmark: _Toc18568838]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
This service area supports 100 video conferencing rooms at Fermilab listed at 
https://fermi.service-now.com/kb_view.do?sysparm_article=KB0011118.
This service supports approximately 900 Zoom enhanced accounts for Fermilab staff and science visitors.
3.3 [bookmark: _Toc18568839]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 

The usage of the 100  conference rooms is monitored and annually divisions and experiments compare the anticipated demand for increased videoconferencing with the available number of rooms (and the quality of the rooms).  Annual budget may be allocated by divisions or experiments to either upgrade an existing room, or add a new room – normally using the consulting services offered in the service area. 
Provisioning a new Zoom basic account is free,and Zoom enhancedaccounts incur a charge. This metric of number of accounts actually used must be monitored and tracked to be within allocated budget for the Video, phone and Web Collaboration Service offering.  In the annual budget process and tactical plans for this Service Area a projected increase in accounts (if needed) is documented.  For the Large Meeting Reservation offering, there is one account, which is managed by CCD and only one meeting per business day can be reserved.
	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc18568840]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc18568841]Business Requirements
Almost all experiments and scientific programs of the lab has needs for some form of Video Conferencing services since collaborators at other institutions are involved, in almost all cases. 
The Videoconferencing Service interacts with Division/Section/Center liaisons to provide both support and requirements.
This list is available in Service Now:
 https://fermi.service-now.com/kb_view.do?sysparm_article=KB0011118
In the annual budget process the business requirements are reviewed and aggregated so that the Video Conferencing area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc18568842]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
Large Meeting Reservation service is designated for users with an enhanced zoom account.
4.3 [bookmark: _Toc18568843]Service Charging Policy
Customers provide task codes for installation and equipment but no other charges for Videoconference service are required.
	 Video and Audio Conferencing - Standard
	Potential charge

	 Video and Audio Conferencing Room Installation/Upgrades - Standard
	costs of room equipment are borne by owner of room

	Large Meeting Reservation - Standard
	No Charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc18568844]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc18568845]Standard Requests

	Service Catalog Items
	 

	Service Offering
	Catalog Item

	 Video and Audio Conferencing
	 Zoom Video Conference Account Form

	Video and Audio Conferencing
	(in progress) Get audio and video support before a meeting 

	Video and Audio Conferencing
	(in progress) Get Started (day of)

	Video and Audio Conferencing
	(in progress) Get audio and video support during a meeting (something sn’t working as expected)

	Video and Audio Conferencing
	(in progress) Get Video and Audio Conference Training

	Zoom Large Meeting reservation
	TBD


6 [bookmark: _Toc18568846][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.

[image: ]
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc18568847]Service Availability


Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.

6.1.1 [bookmark: _Toc18568848] Video and Audio Conferencing - Standard
Maintenance Windows –  Regularly scheduled maintenance is first Tuesday of each month at 2:00 CT.  Zoom maintenance windows are communicated in advance.
[image: ]




6.2 [bookmark: _Toc18568849]Other Service Levels

7 [bookmark: _Toc18568850]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc18568851]Requesting Service Support
Users requiring immediate action troubleshooting or urgent requests may contact Fermilab Service Desk x2345  FermiService Desk incident ticket will be created. Clients and customers may be contacted by the Service Desk for follow-up after the incident is resolved.    
Users requiring guidance for on- or off-site meetings, technology questions, and/or registration issues about a video or audio conference that is scheduled for three or more business days from request date should submit a Service Desk ticket.  Guidance will be provided for the following issues:  a large number of sites; new users or sites; communications with DOE HQ request for specialized a/v equipment; non-standard location; or VIP clients. 
Videoconference or audio conference needs may be generated from a Facilities Request Form (FRF) submission http://bss.fnal.gov/facilities/disclaimer.html.  A Service Desk incident ticket will be created to track the incident and resolution.  Clients and customers may be contacted by the Service Desk for follow-up after the incident is resolved.    
Requests for videoconferences in rooms which are not equipped with dedicated videoconference or audio/video equipment will be negotiated on a case-by-case basis. A Service Desk incident ticket will be created to track the incident and resolution.  Clients and customers may be contacted by the Service Desk for follow-up after the incident is resolved.    
General inquiries or assistance that does not require immediate attention may be requested through the Service Desk, via servicedesk.fnal.gov or by phone (630-840-2345). More information about requesting service can be found in the Self Service at servicedesk.fnal.gov.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc18568852]Special Support Coverage
See Section 2.5 on Video Conferencing Enhanced service offering. 
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc18568853]Customer requests for Service Enhancements
See Section 2.5 on Video Conferencing Enhanced service offering.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc18568854]SERVICE LIFECYCLE
Videoconferencing Service will advise customers and users for collaboration tool and associated audio and visual equipment selection and procurement, whether room or desktop. The Video Conference Room Appointment Process at Fermilab and supporting documents are used for planning, design, procurement and records management. (This information is in the Audio Video Conferencing private library on SharePoint)    
Customers are notified when their room video conference devices are at end-of-life and/or end of maintenance support but unless they express a desire to upgrade they continue to use them until the devices or components within the system fail.   Due to the fluctuating nature of the collaboration and audio video technologies and the complexities of video conference room systems Videoconference service cannot maintain relevant and accurate cost estimates for upgrades and room appointments until requested by customers.
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc18568855]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc18568856]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
9.2 [bookmark: _Toc339401461][bookmark: _Toc18568857]Video Conference Liaison Responsibilities
· Assist with administrative issues such as maintenance renewal agreements and procurement of new or replacement of failed devices. After the Service has installed new or upgraded videoconference room systems for a D/S/C a liaison may also serve as property owner of the equipment.  
·  Provide timely response to incident and problem resolution. This is especially needed in areas that are not in close physical proximity to the Service team. 
· Coordinate proactive system checks and troubleshooting assistance with the Service Owner. 
· Participate in training and are encouraged to include other users who would benefit from same.  
· Provide the Service Owner with any updates or changes to room configuration so that documentation, including web pages, is updated. 
· Represent their D/S/C needs and requirements for optimal collaboration systems.

9.3 [bookmark: _Toc18568858][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.3.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc18568859]CUSTOMER RESPONSIBILITIES
· Division/Section/Centers provide and maintain conference room schedules and reservations for users.
· Customers must provide a minimum of one point-of-contact for a video conference room for minimal interactions to allow Videoconference service access for remote monitoring and troubleshooting. 
· Videoconference systems (Polycom hardware codecs) are required to be covered under maintenance and firmware upgrade program. Renewable one and three year programs are available.  
· Customers should not reconfigure or replace videoconference room system equipment without notifying Videoconference service. Excluded are consumable items such as projector lamp replacements.
9.3.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc18568860]USER RESPONSIBILTIES
· Users are responsible for room reservations.
· When requesting assistance for Videoconferencing Services support one or more users must act as meeting or event point-of-contact and must provide meeting information such as far end sites, attendees, or technical point-of-contact.  
· Report fault or problems to Videoconferencing Service immediately. Notify subsequent users and Videoconferencing Service if a workaround is used.
· At least 1 week advanced notice is required if the user intends to use a 3rd party video conference bridging service and requires assistance.
9.3.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc18568861]SERVICE OWNER
· Videoconferencing Service will coordinate with underpinning contract service provider for hardware replacements and troubleshooting. See Appendix D for additional information.
· Videoconferencing Service will notify customers when maintenance program expires.
10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc18568862]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objectives

	Service Offering
	RTO
	RPO

	  Video and Audio Conferencing - Standard
	12 hours
	n/a

	 Video and Audio Conferencing Room Installation/Upgrades - Standard
	4 days
	n/a

	Large Meeting Reservation – Standard
	12 hours
	n/a



10.1 [bookmark: _Toc18568863]Recovery Strategy
· The plan is for the Videoconference Service Support Team to notify videoconference room organizational owners (videoconfrooms@fnal.gov) of service outage and estimated time of recovery.
· Depending on scope, Videoconference Service Support Team notifies Service Desk and CCD Management of outage. 
· The Videoconference Service Support Team notifies Third Party Service Providers of service outage and estimated time of recovery. 
· The plan is for the Videoconference Service Support Team to notify Zoom users (zoom-pro@fnal.gov and zoom-basic@fnal.gov ) of service outage and estimated time of recovery. 
· Depending on scope, Videoconference Service Support Team notifies Service Desk and CCD Management of outage.
10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc465358353][bookmark: _Toc18568864]Initial recovery strategy
· Current strategy involves assessment of impacted video and audio conference services 
· by scope: component of a room system 
· by location: building/ floor or site location (ex: Wilson Hall, BZero, DZero, etc) 
· by other Fermilab services: network or power
· by non-Fermilab services or 3rd Party Service Providers: CERN Vidyo, et al
· In the case of a failure or outage of a Polycom system which is covered under warranty the Videoconference Service Support Team will assess and coordinate 24hr hardware replacement with Westcon Gold Seal.
· In the case of partial site outages affected users may be able to use alternate locations or network technologies (phone instead of IP network) for the service to continue. 
· Current strategy involves assessment of impacted video, phone and web services provided by Zoom(Underpinning Service)
· by scope: component of a room system
· by location: building/floor or sites location (ex: Wilson Hall, BZero, DZero, etc)
· by other Fermilab services: video, phone network service provider or power
· In the case of a failure or outage of a Polycom videoconference system which is covered under warranty the Videoconference Service Support Team will assess and coordinate 24hr hardware replacement with Westcon Gold Seal.
· In the case of partial site outages affected users may be able to use alternate locations, equipment (video, speakerphone or cell phone) for the service to continue. 

10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc465358354][bookmark: _Toc18568865]Overall recovery strategy
· The plan is the Videoconference Service Provider Team will review facilities and recommend recovery options with organizational owners. 
· In the case of partial site outages affected users may be able to use alternate locations, equipment or network technologies (phone instead of IP network) for the service to continue.  
· In the cases of severe damage to entire facility or full loss of services the Videoconference Service Support Team will conduct walk-throughs of on-site videoconference facilities to assess impact of Service loss or impairment.   
· Evaluations will be taken of the facility, videoconference system components, and networks by physical examinations and connectivity tests.
· In the case of loss of on-site stored data, back up configuration records are stored on a thumb drive available managed and store by Videoconference Service Team leader.

10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc465358355][bookmark: _Toc18568866]Recovery Scenarios

10.2.1 [bookmark: _Toc18568867]Video, Phone and Web (IP Network) Collaboration Services Checklist

	Completed
	Condition
	Action

	
	Has the outage (IP or phone networks) effected one or more room systems?
	If yes, contact room scheduler and organizational videoconference liaison to inform of outage and to notify effected meeting participants.

	
	Can the effected meeting be relocated to another room or building?
	If yes, contact room scheduler to assist. 

	
	Is the outage is widespread, building or site wide?
	If yes, contact Service Desk by phone, email or in person.

	
	
	If yes, use alternative methods to notify videoconference liaisons if possible. 

	
	Is this a service provider outage?
	If yes, report the outage by email and/or phone to the provider and obtain an ETA of service restoration. 

	
	
	If yes for an outage for an external video service provider,  email videoconfrooms@fnal.gov to notify videoconference liaisons of outage and ask to post/inform users. 

	
	
	If yes for a Zoom outage, email zoom-pro@fnal.gov and zoom-basic@fnal.gov to inform of outage and ETA. 



10.2.2 [bookmark: _Toc18568868]Building not accessible (Data Center Available)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.2.3 [bookmark: _Toc18568869]Data Center Failure (Building Accessible)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



10.2.4 [bookmark: _Toc18568870]Building not accessible and Data Center Failure
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.2.5 [bookmark: _Toc18568871]Critical recovery team not available
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Perform work that can be done remotely.   Example - Server power may be cycled remotely, but some actions may require on-site presence (if restoration from Tape requires a physical loading of media, for example).

	
	If restoration from tape is required that may require physical intervention when personnel become available.

	
	


10.2.6 [bookmark: _Toc18568872]Government Mandated Shutdown of Services
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for the shutdown of services.

	
	Ensure that all services/servers are in a safe and secure state for recovery at a later time.

	
	Maintain periodic contact with the Critical Incident Command Center

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.2.7 (Workforce completely remote, 30+% of staff ill)
	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110)

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Contintuiy Plan and procedures

	
	When suspending or restoring Services, coordinate with the Command Center.   
Suspended/Reduced Services: On-site conference support and room consultation services



10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc465358361][bookmark: _Toc18568873]Return to Operations
No specific requirements or tasks that would need to be completed in order to return to operations.

11 [bookmark: _Toc466199297][bookmark: _Toc466199733][bookmark: _Toc466372281][bookmark: _Toc466199298][bookmark: _Toc466199734][bookmark: _Toc466372282][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc18568874]SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc18568875]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc18568876]Service specific Measures and Reports

See https://fermipoint.fnal.gov/organization/cs/ccd/ncs/SitePages/Metrics.aspx for availability charts. Detailed Zoom reports are available upon request until further development becomes automated  Or list of reports available that should currently be in the Service Reporting Catalog (docd #4882)
[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]
[bookmark: _Toc18568877][bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
Videoconferencing Service supports H323 (voice and video over IP) hardware in Fermilab videoconference rooms. Desktop collaboration applications are not operationally supported by Videoconferencing Service but consulting is available for problem resolution.
	
[bookmark: _Toc18568878]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Video Conferencing Service Dependencies) in the document database entry for this service area Docb#4313

[bookmark: _Toc18568879]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614
[bookmark: _Toc18568880]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above.
Also CERN provides video collaboration environment to USCMS, a virtual organization, with no MOU. 

[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc18568881][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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