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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc16753164]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Authentication and Directory Services Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc16753165]1	SERVICE AREA OVERVIEW

	Service Area Owner:
	Saul Gonzalez 

	 
	Authentication and Directory Services provides central authentication services that other service providers can leverage to allow users of their service authenticated access to the service.

	 
	ISO20000 Certified

	 
	Depending on the authentication service selected the access can be by username/password or Kerberos ticket. All services are for use by badged users. External users are only supported under the username/password (LDAP service). 











	Service Offering
	Short Description
	Offered
	Owner

	 FERMI Windows Domain - Standard
	
• FERMI is a Microsoft Active Directory domain acting as the primary authentication service for Windows systems at Fermilab.
• Enables FERMI domain (Windows domain) members to authenticate interactive, network and service users.
• Critical Incidents are supported 24x7.

	Internal
	Saul Gonzalez 

	 Kerberos (FNAL.GOV) - Standard
	
• FNAL.GOV is a MIT Kerberos based service that enables systems using the Kerberos realm to authenticate interactive, network and batch/cron users.
• Primary authentication service for Unix/Linux systems at Fermilab.
• Critical Incidents are supported 24x7.

	Internal
	Saul Gonzalez 

	 SERVICES Domain
	
• SERVICES is a Microsoft Active Directory domain that provides a centrally managed LDAP authentication source(SERVICES.FNAL.GOV).
• Used for non-interactive authentication, such as email or web page access for an application or service, rather than individual authentication to use a particular application during a session.
• Critical Incidents are supported 24x7.

	Internal
	Saul Gonzalez

	Federation
	
• Provides single-sign-on (SSO) authentication capability for web services, enabling users of your application to log in once per session across a variety of applications (that also use single sign-on).
• Single sign-on capability is available through web clients and command line tools.
• Using single sign-on, you can also allow access to your application from external federation partners.

	Internal
	Saul Gonzalez 

	 Two-Factor Authentication
	This service provides capabilities to manage security tokens, users, multiple applications, agents, and resources across the Fermilab site.
	Customer-facing
	Saul Gonzalez 

	Password Reset Tool 
	
· Web-based self-service tool at https://password-reset.fnal.gov/ which users can use to reset and change their Windows (FERMI domain) and SERVICES domain (LDAP) passwords at any time without having to contact the Service Desk.
· Requires users to complete a brief, one-time registration prior to initially resetting or changing their password.
· Available only for regular and -admin accounts.

	Customer-facing
	Saul Gonzalez 

	APPS DOMAIN 
	
• APPS is a Microsoft Active Directory domain for Microsoft application servers that need the ability to authenticate against the FERMI (Windows) domain or the SERVICES domain (LDAP service).
• APPS is configured via a Windows Trust to trust either FERMI or SERVICES (LDAP service) domains for authentication.
• Once set up to authenticate against the APPS domain, authorization must still be done by the application.
• Critical Incidents are supported 24x7.

	Internal
	Saul Gonzalez 

	EDUROAM
	
• Network-access service developed for the international research and education communities as part of a worldwide initiative.
• Provides a federated account which enables Fermilab staff and visitors, to use their Services accounts to obtain network access at a large number of research and educational institutions worldwide.
• Enables users at other Eduroam member sites to access Fermilab’s Eduroam-enabled resources by identifying themselves and proving who they are using what is known as a federated identity.
• Allows Fermilab staff to authenticate against the LDAP service on Eduroam networks around the world.

	Customer-facing
	Saul Gonzalez 



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc16753166]SERVICE OFFERINGS
2.1 [bookmark: _Toc16753167]  FERMI Windows Domain - Standard


	 FERMI Windows Domain

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents allowed    ISO20000 Certified




2.2 [bookmark: _Toc16753168]  Kerberos (FNAL.GOV) - Standard

	 Kerberos (FNAL.GOV) - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents allowed    ISO20000 Certified




2.3 [bookmark: _Toc16753169] SERVICES Domain - Standard

	 SERVICES Domain - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents allowed    ISO20000 Certified




2.4 [bookmark: _Toc16753170]Federation - Standard


	 Federaion - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents allowed    ISO20000 Certified



2.5 [bookmark: _Toc16753171]  Two-Factor Authenctication  - Standard


	 Two-Factor Authentication - Standard 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:8to17by5   Critical Incidents allowed    ISO20000 Certified



2.6 [bookmark: _Toc16753172] Password Reset Tool - Standard


	 Password Reset Tool - Standard 
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents Not allowed    ISO20000 Certified



2.7 [bookmark: _Toc16753173]APPS DOMAIN  - Standard
 
	APPS DOMAIN - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:24by7   Critical Incidents allowed    ISO20000 Certified


 

2.8 [bookmark: _Toc16753174] EDUROAM - Standard


	EDUROAM - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Authentication and Directory Services

	Off hours support:8to17by5   Critical Incidents Not allowed    ISO20000 Certified




3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc16753175]  	SERVICE CAPACITY

3.1 [bookmark: _Toc16753176]Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Almost every Service and application used in either the scientific program or operation of the laboratory requires authentication services of some type.  Capacity needs have been arrived at through historical performance data.  The Scientific Portfolio Management Team process collects requirements from all parts of the lab’s scientific program and serves to identify significant changes in capacity needs for the scientific applications and services. The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service capacity targets for this service area, if changes to the current capacity are indicated. 
3.2 [bookmark: _Toc16753177]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
Authentication Services currently issues about 1 Million Kerberos tickets each day to Fermilab users.  The number of Kerberos tickets has been stable over the last 4 years, so server and software requirements are well understood, and capacity does not appear to be an issue for this part of the service. The metrics produced by the Kerberos service are reviewed daily and appropriate action is taken if an increase of more than 20% of normal activity is noticed. 
Federation, multi-factor and Eduroam have measurable items related to capacity. The federation and Eduroam services logon events are being monitored. The multi-factor service token availability is being monitored.
PIV-I cards are on demand and printed per request.  They are dependent on local activation of Fermilab staff.
3.3 [bookmark: _Toc16753178]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
In addition to the service measurements used in 3.2 each server that is part of the services provided has data collected from it. This data is reviewed daily and appropriate action is taken if a server is providing too much or too little of the overall service functionality.
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc16753179]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4. [bookmark: _Toc16753180]Business Requirements
Almost every Service and application used in either the scientific program or operation of the laboratory requires authentication services of some type.  Over the past few years additional types of authentication services have been introduced in response to business, computer security and regulatory requirements.  These include Federation, Two-factor authentication, Self-service password reset and Eduroam services.  
In the annual budget process the business requirements are reviewed and aggregated so that the Authentication and Directory Services area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)

4.1 [bookmark: _Toc16753181]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.2 [bookmark: _Toc16753182]Service Charging Policy
	[bookmark: _Toc462818179][bookmark: _Toc462848129] FERMI Windows Domain - Standard
	no charge

	 Kerberos (FNAL.GOV) – Standard
	no charge

	 SERVICES Domain - Standard
	no charge

	 Federation - Standard
	no charge

	 Two-Factor Authentication - Standard 
	no charge

	Password Reset Tool - Standard
	no charge

	APPS DOMAIN - Standard
	no charge

	EDUROAM - Standard
	no charge


5 [bookmark: _Toc466137748][bookmark: _Toc466137820][bookmark: _Toc466137933][bookmark: _Toc466194955][bookmark: _Toc466195037][bookmark: _Toc466199943][bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc16753183]SERVICE REQUESTS
5. [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc16753184]Standard Requests

	Service Offering
	Catalog Item

	 FERMI Windows Domain - Standard
	Reset a Password

	 
	 Access to Kerberized Machines

	 
	Captive Account (Windows)

	 
	Request Services, Kerberos, Fermi Domain & Email Accounts

	 Kerberos (FNAL.GOV) - Standard
	Reset a Password

	 
	Access to Kerberized Machines

	
	Request Services, Kerberos, Fermi Domain & Email Accounts

	 Two-Factor Authentication - Standard 
	RSA Token Request

	
	Reset a Password

	Federation - Standard
	Configure Single Sign-on

	
	Reset a password

	 SERVICES Domain - Standard
	Reset a Password

	 
	 Shared Account – Services and Fermi

	 
	 Request Services, Kerberos, Fermi Domain & Email accounts



6 [bookmark: _Toc16753185][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
[bookmark: _Toc254874279]
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 Authentication Services are supported off hours for issues related to a service outage.  
The workflow for off-hours support is as follows:
1. Caller leaves request for service on service desk voice mail.  This request includes the mechanism for contacting the user. 
2. Service desk personnel are automatically contacted.
3. Service desk personnel will call user and gather as much detail as possible
4. Service desk personnel will contact the Authentication Service Primary
5. Authentication Service Primary will resolve the issue, contact the user and update them on their request

6. [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc16753186]Service Availability and Critical Incident Guidelines

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.0.1 [bookmark: _Toc16753187] FERMI Windows Domain - Standard
Maintenance Window:  16 days after the 2nd Tuesday of each month during the work day. The service is available during maintenance.  During normal maintenance no more than one FERMI Domain Controller is offline at a time. Normal operations will continue 

	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All domain controllers are down.
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	IT services configured to point to a specific domain controller, that service could fail during maintenance or an outage of that specific domain controller
	 
	x
	 
	x
	Outage Plan
	24x7

	Sevice is available as long as 1 domain controller is available, there will be intermittent login failures. 
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.2 [bookmark: _Toc16753188]Kerberos (FNAL.GOV) - Standard
Maintenance Window:  2nd Thursday of each month at 0700. The authentication service is available, but no new users can be created or passwords changed during part of the maintenance window .  During normal maintenance no more than one FNAL.GOV KDC is down at a time. Most normal operations will continue. If the master KDC is down no new accounts can be added or passwords reset.


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All Kerberos KDC's are down
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	If the Master KDC is offline no new accounts can be added or passwords reset.
	 
	x
	 
	x
	Outage Plan
	24x7

	Mulitiple KDC's are down but Master KDC is still available
	 
	x
	 
	x
	Outage Plan
	24x7




6.0.3 [bookmark: _Toc16753189]SERVICES Domain - Standard
Maintenance Window:  9 days after the 2nd Tuesday of each month between 0600 and 0800. The service is available during maintenance. During normal maintenance no more than one SERVICES Domain Controller is offline at a time. Normal operations will continue. 


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All Services Domain controllers are down
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	Multiple Domain Controllers are down for more than 72 hours
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	Multiple Domain Controllers are down.
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.4 [bookmark: _Toc16753190]Federation - Standard
Maintenance Window:  9 days after the 2nd Tuesday of each month between 0700 and 0730. The service is available during maintenance. During normal maintenance no more than one Federation server is offline at a time. Normal operations will continue. 


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All Federation Servers are down
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	If one Federation server is offline for an extended time period there will be no impact. Normal operations will continue.
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.5 [bookmark: _Toc16753191]  Two-Factor Authentication - Standard
Maintenance Window:  2nd Thursday of each month at 15:30This service relies on a single server. During normal maintenance the service will not be available.
· Outage
· Degradation

	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All servers off line
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	Token machine offline
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.6 [bookmark: _Toc16753192]Password Reset Tool - Standard
Maintenance Window:  Not applicable


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	Service is offline
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.7 [bookmark: _Toc16753193]APPS DOMAIN - Standard 
Maintenance Window:  9 days after the 2nd Tuesday of each month between 0600 and 0800. The service is available during maintenance.During normal maintenance no more than one APPS Domain Controller is offline at a time. Normal operations will continue 


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All Apps Domain Servers Down
	x
	 
	x
	 
	Critical Incident Plan
	24x7

	Outage of one or more Apps domain controllers over 72 hours. 
	 
	x
	 
	x
	Outage Plan
	24x7



6.0.8 [bookmark: _Toc16753194]EDUROAM - Standard
Maintenance Window:  9 days after the 2nd Tuesday of each month between 0700 and 0730. The service is available during maintenance.During normal maintenance no more than one Eduroam server is offline at one time. Normal operations will continue.


	Event
	Incident Priority
	Outage Threshold
	Comm Strategy
	Event Schedule

	 
	Critical
	High 
	Outage
	Degradation
	 
	 

	All Edurom services offline
	 
	x
	 
	x
	Outage Plan
	24x7





6.1 [bookmark: _Toc16753195]Other Service Levels
7 [bookmark: _Toc16753196]SERVICE SUPPORT
7. [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc16753197]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.0.1 [bookmark: _Toc16753198]Special Support Coverage
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested. If the special support request spans longer than 1 week, the requester should increase the lead-time by 1 week for each additional week of support required. Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.1 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc16753199]Customer requests for Service Enhancements
Customer requests for enhancement to the Authentication Services service should be made using the standard Service Desk request mechanism. The Service Owners will respond to requests for service enhancements received with appropriate advance notice within 7 business days
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc16753200]SERVICE LIFECYCLE
8. [bookmark: _Toc16753201]Plan
The Authentication & Directory Services Group, acting as the Service Owner, writes a 3 year plan based on input from service owners who rely on our services, management direction, and industry directions.   
[bookmark: _Toc16753202]Purchase 
The Service Owner, during the execution of the 3 year plan, will generate the necessary requisitions to purchase the items necessary to implement the plan.
[bookmark: _Toc16753203]Deploy
The Service Owner, in implementing the 3 year plan, will deploy the new hardware and software, replacing end-of-life systems and applications
[bookmark: _Toc16753204]Manage
The Service Owner will manage and maintain the Authentication systems operating systems and hardware. The Service owner will keep a record of system changes. The Service Owner will manage and maintain the operational integrity of the hardware and software required to maintain the service to the customer. This includes implementing/coordinating repairs, upgrades and replacements as necessary. Specialized hardware will have both a spare component available on site as well as hardware support from the vendor. 
[bookmark: _Toc16753205]Retire/Replace

The Service Owner, as part of implementing the 3 year plan, will retire end-of-life hardware.
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc16753206]RESPONSIBILITIES
9. [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc16753207]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.1 [bookmark: _Toc16753208][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.1.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc16753209]CUSTOMER RESPONSIBILITIES
Provide designated points of contact for any services/applications that utilize centralized authentication. These contacts agree to respond to requests for assistance with any issues regarding their service/application in a timely manner in accordance with the Foundation Service Level Agreement for response times.
9.1.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc16753210]USER RESPONSIBILTIES
The end user is expected to use the Authentication Services as designed and not attempt to circumvent or misuse the service.
9.1.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc16753211]SERVICE OWNER
[bookmark: _Toc339384157]General Responsibilities:
· Provide assistance to customers and users when requested.
· Provide approved authentication services in a reliable and available manner
· Provide all Authentication Services as defined on the Authentication Services web page.

Maintenance
· Update and maintain any associated services or software to ensure the delivery of the Authentication and Directory Services.

Reporting:
· Provide support metrics/statistics upon request.
· Review and report to the customer any service level breaches or improvement plans.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc16753212]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	Recovery Objectives
	RTO
	RPO

	Service offering
	 
	 

	 FERMI Windows Domain - Standard
	4 hours
	4 hours

	 Kerberos (FNAL.GOV) - Standard
	4 hours
	4 hours

	 SERVICES Domain - Standard
	4 hours
	4 hours

	Federation - Standard 
	4 hours
	4 hours

	 Two-Factor Authentication - Standard
	4 hours
	4 hours

	Password Reset Tool - Standard 
	4 hours
	4 hours

	APPS DOMAIN - Standard 
	4 hours
	4 hours

	EDUROAM - Standard
	4 hours
	4 hours



10.1 [bookmark: _Toc465103242][bookmark: _Toc465242039][bookmark: _Toc465331494][bookmark: _Toc465348476][bookmark: _Toc465358352][bookmark: _Toc16753213]Recovery Strategy
10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc465358353][bookmark: _Toc16753214]Initial recovery strategy
Failover to redundant systems, restore (onto new hardware), rebuild from scratch (on new hardware)
10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc465358354][bookmark: _Toc16753215]Overall recovery strategy
Datacenter Outages
Authentication Services are located in three Computing Sector(CS) managed data centers – FCC2, FCC3, and WH8FC and one data center that is not managed by CS - ADXGAL.
Single CS Datacenter Outage – Services continue normal function. Depending on the Datacenter the A record for the LDAP service, SERVICES Domain, may need to be updated by Network Services to remove the LDAP server that is offline from the A record.
Two CS Datacenter Outage – Depending on which datacenters suffer from the outage  Federation, APPS Domain, Eduroam, and Two-Factor authentication could be offline. In addition the A record for the LDAP service, SERVICES Domain, will need to be updated by Network Services to remove the LDAP server(s) that are offline from the A record. The Kerberos service and the Fermi Windows Domain will continue to function.
Three CS Datacenter Outage - Federation , APPS Domain, Eduroam, and Two-Factor authenctication will be offline. In addition the A record for the LDAP service, SERVICES Domain, will need to be updated by Network Services to remove the LDAP server(s) that are offline from the A record. Assuming ADXGAL is available - the Kerberos service, Fermi Windows Domain, and LDAP will continue to function. If ADXGAL is offline then all authentication services are unavailable.
Total Loss (Infrastructure / Data) – Rebuild from scratch
High availability fail-over
Authentication systems are hosted in multiple computer rooms/buildings at Fermilab. Compete failure of the Kerberos, Fermi Windows Domain, and LDAP services would require the computer rooms in WH8, FCC2, FCC3, and AD Controls to be offline. 
Recover at another site or multiple sites
A “Disaster Recovery” site exists for the Kerberos and Fermi Windows Domain services exist at Argonne National Laboratory for Business Service Applications.  It is not intended for general purpose use.
Build from scratch
	Kerberos (FNAL.GOV):
	Assuming hardware was available the service could be available in 24 hours if data can be recovered. A complete rebuild from scratch would require an operational CNAS service and would take longer than 24 hours.


	Fermi Windows Domain:
	Assuming hardware was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational CNAS service and would take longer than 24 hours.


	
	

	LDAP:
	Assuming hardware was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational Fermi Windows Domain and would take longer than 24 hours.


	Federation : 
	Assuming the central virtual infrastructure was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational LDAP and would take longer than 24 hours.

	
	

	APPS Domain: 
	Assuming the central virtual infrastructure was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational FERMI and LDAP and would take longer than 24 hours.


	EDUROAM: 
	Assuming the central virtual infrastructure was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational LDAP and would take longer than 24 hours.


	Two-Factor Authentication: 
	Assuming the central virtual infrastructure was available and the backups can be recovered the service could be available in less than 24 hours. A complete rebuild from scratch would require an operational LDAP and would take longer than 24 hours.


	PIV-I Card: 
	The infrastructure for creation of PIV-I cards is not located at Fermi. Usage of PIV requires Fermi to be available.



10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc465358355][bookmark: _Toc16753216]Recovery Scenarios
[bookmark: _Toc16753217][bookmark: _Toc465348480][bookmark: _Toc465358356]10.2.1 Building not accessible (Data Center Available)
· If only a single datacenter impacted verify service is functional
· Systems are set to boot when power is applied. 
· Access systems once network is available and verify operations
· Perform physical inspection once building is accessible
[bookmark: _Toc16753218]10.2.2 Data Center Failure (Building Accessible)
· If only a single datacenter impacted verify service is functional
· Perform physical inspection of infrastructure
· Systems are set to boot when power is applied. 
· Access systems once network is available and verify operations
[bookmark: _Toc16753219]10.2.3 Building not accessible and Data Center Failure
· If only a single datacenter impacted verify service is functional
· Systems are set to boot when power is applied. 
· Access systems once network is available and verify operations
· Perform physical inspection once building is accessible
[bookmark: _Toc16753220]10.2.4 Critical recovery team not available
· Local expertise is sufficient to restore service in the majority of situations.
· Microsoft Premier Support is guaranteed response
· Kerberos administrative access is single point of failure
10.3 Workforce completely remote, 30+% of staff ill)
	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110)

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Contintuiy Plan and procedures

	
	When suspending or restoring Services, coordinate with the Command Center.   
FERMI Domain
· FERMI Domain running at full capacity (6 domain controllers: 5 physical, 1 virtual)
· No need to have personnel on premise
· FSMO roles could be transferred to the virtual server if needed.
· Administration of domain can be done remotely.
· Full staff capable for managing the domain (5 people).
SERVICE Domain
· SERVICE Domain running at full capacity (4 domain controllers: 4 physical servers).
· Administration of domain can be done remotely.
· Access to site will be needed in case of lost of 75% of servers.
· Full staff capable for managing the domain (5 people).
APPS Domain
· APP Domain running at full capacity (2 domain controllers: 2 virtual servers)
· Administration of domain can be done remotely.
· No need to have personnel on premise.
· Full staff capable for managing the domain (5 people).
Kerberos
· KDCs running at full capacity. (12 servers: 9 physical servers, 3 virtual servers)
· Only 2 staff members capable of manage Kerberos.
· Administration can be done remotely.
· One critical server Master KDC at FCC.
· Second critical is backup of Master KDC at WH.
· In case of problem with Master, personnel will need access to datacenters.
Federation
· PingFederate servers running a full capacity (3 virtual servers).
· Only 2 staff members capable of manage PingFederate servers.
· Administration can be done remotely.
· ECP (Shibboleth) server running a full capacity (2 virtual servers)
· Only 2 staff members capable of manage ECP servers.
· Administration can be done remotely.
· No need to have personnel on premise.
PKI
· 6 servers provided the foundation of PKI solution (1 physical server, 5 virtual server)
· Critical server for MFA is in the FERMI domain and it is physical.
· This server can be virtualized in set up as Subordinate server in 4 hours. Issuing new Yubikey devices halted.
· 75 percent of staff can manage the infrastructure.
· Normal access to servers is for patching only.
· No need to have personnel on premise.
MultiFactor
· RSA servers running full capacity. (1 appliance, 2 virtual servers webtiers).
· Administration can be done remotely.
· Full staff members capable of address RSA level 1-2 services
· 2 members capable of manage RSA servers.
· Yubikey issuer machine located in Service Desk area at WH.
· Backup machine in FCC 394.
· Review of database with Yubikey devices can be done remotely in case of troubleshooting.
· Cannot issue or reset Yubikeys unless Service Desk is functioning in Wilson Hall
EDUROAM
· Servers running full capacity (2 servers: 2 virtual servers)
· No need to access the servers.
· 2 staff members can manage the servers.
· Administration can be done remotely.
· No need to have personnel on premise.
Self Service Password Reset tool
· One server running full capacity (1 virtual server)
· Access to the server is needed only for maintenance.
· Administration can be done remotely.
· Full staff members can manage the servers.





10.4 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc465358361][bookmark: _Toc16753221]Return to Operations
Kerberos (FNAL.GOV)
· Verify account lifecycle
· Verify account management
· Verify replication
· Verify account usage
Fermi Windows Domain
· Verify account lifecycle
· Verify account management
· Verify replication
· Verify account usage
LDAP
· Verify account lifecycle
· Verify account management
· Verify replication
· Verify account usage
Federation
· Verify account usage
APPS DOMAIN
· Verify account usage
EDUROAM
· Verify account usage
 Two-Factor Authenctication
· Verify account usage

11 [bookmark: _Toc466137789][bookmark: _Toc466137861][bookmark: _Toc466137974][bookmark: _Toc466194996][bookmark: _Toc466195078][bookmark: _Toc466199984][bookmark: _Toc466137790][bookmark: _Toc466137862][bookmark: _Toc466137975][bookmark: _Toc466194997][bookmark: _Toc466195079][bookmark: _Toc466199985][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc16753222]SERVICE MEASURES AND REPORTING
11. [bookmark: _Toc16753223]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.1 [bookmark: _Toc16753224]Service specific Measures and Reports

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]See http://metrics.fnal.gov/authentication/ for metrics related to central authentication services.

[bookmark: _Toc16753225]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]FermiWindows Domain: Dell Servers, Windows Server
Kerberos (FNAL.GOV): Dell Servers, Scientific Linux (Fermi), MIT Kerberos
Federation : Windows Server, Microsoft Active Directory Federation Service, Scientific Linux (Fermi), Ping Federate, Shibboleth IdP
Two-Factor Authentication: RSA server
Password Reset Service: Windows Server, manage.Engine Pasword Reset tool
APPS Domain: Windows Server
Eduroam Service: Windows Server, Microsoft Network Policy Server


	


[bookmark: _Toc16753226]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Authentication and Directory Services Dependencies) in the document database entry for this service area Docb#4314
[bookmark: _Toc16753227]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614

[bookmark: _Toc16753228]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above.
· There is also an underpinning agreement with DOE and  Xtec
[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc16753229][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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