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[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the IT Server Hosting Service Area Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the Configuration Management Database (CMDB) in ServiceNow under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (ServiceNow) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
0. [bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc19177739]SERVICE AREA OVERVIEW

	Service Area:
	IT Server Hosting

	Service Area Owner:
	 Rick Hill

	 
	Provide centrally managed and monitored servers to be used for various Computing Sector application needs and to host Computing Sector central services.
Fermilab approved and supported Windows, Linux, or Solaris server based operating environments.

	 
	ISO20000 Certified

	 
	We provide centrally managed and monitored Windows, Linux and Unix Solaris servers that meet customer requirements and the operations standards required by Fermilab. These servers will be managed by central system administration staff and monitored to ensure the customer receives an optimal server with necessary availability. The IT Server Hosting Service also provides technical assistance in selection between virtual or physical configurations as well as aid in setup and configuration of application software. 


 

	Service Offering
	Short Description
	Offered
	Owner

	Server Hosting - Standard
	Servers supported by the service meet the following requirements: • Under current vendor warranty or vendor-authorized hardware maintenance support (non-production systems may have hardware maintenance support via a third-party provider) • Less than 5 years old for production systems and less than 7 years old for non-production systems • Not past end-of-service-life as defined by the equipment manufacturer • Running a supported operating system at a current vendor-supported release and patch level • Hardware is located in a secure and environmentally controlled location (assumed to be data centers or computer rooms supported by the Core Computing Division Facilities services) • Physically accessible by system support staff during supported hours of service (direct, unescorted access with appropriate training and physical security privileges (keys, card access, etc.)

	Internal-only
	Rick Hill

	Server Consulting
	The IT Server Hosting Service provides technical assistance in selection between virtual or physical configurations as well as aid in setup and configuration of application software. This service includes: • Server hardware and architecture design consulting based on specific customer server resource and load needs • Analysis and selection of physical or virtual hosting environment

	Internal-only
	Rick Hill
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Server Hosting - Standard
[bookmark: _Toc424229255][bookmark: _Toc424231654] 

	Server Hosting - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Windows Server Support and Linux Server Support

	Off hours support: 24by7  Critical Incidents allowed    ISO20000 Certified   




Server Consulting


	Server Consulting
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 4 days

	Supported by
	Windows and Linux Server Support

	Off hours support: 8to17by5   Critical Incidents none    ISO20000 Certified   




[bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc19177743]  SERVICE CAPACITY

[bookmark: _Toc19177744]Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Capacity and performance requirements are identified for major capacity issues, such as a new, expanded or upgraded Service. Requirements are gathered from our primary customers (other Service owners) along with trending information gathered from monitoring data.  This information is reviewed during budget/planning exercises, or as a significant Change to an existing service is identified and approved.  

Also, each Service, with business needs for IT Service Hosting is required to transmit those requirements to the Service owner as part of the budget process and high level Capacity Plan process as numbers of servers, types or servers and performance requirements. The aggregation of these requirements and translation into Service Capacity and then Component Capacity is performed annually. 
IT Server Hosting services can predict the impact of major upgrade or project implementations, as they are known in advance.   For example, the added capacity needs of the EBS R12 or PeopleSoft upgrades indicated a need for more powerful servers (and, related to this, newer servers not nearing end-of-service-lifetime), so planning was included for acquiring and implementing new servers.   
[bookmark: _Toc19177745]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
This service has distinct technical infrastructure which is managed via the following metrics:
· Server Disk Capacity
Disk capacity is monitored and will automatically trigger an alert once a threshold is exceeded.  Disk capacity needs are evaluated as needed to determine if additional disk space will be needed or if some type of demand management (i.e. data clean-up) will need to be initiated in the near future.
· Server CPU Utilization
CPU usage is monitored as needed when a performance problem occurs.  CPU monitoring does have a negative impact on resources so it is performed for a short period of time (typically 24 hours) to provide data for analysis.

In addition, staffing resources are considered for the capacity planning for this service. Staffing levels are reviewed, reported, and updated yearly in the Tactical Plan for IT Server Hosting Service available at
https://fermi.service-now.com/nav_to.do?uri=%2Fu_bpl_tactical_plan_list.do%3Fsysparm_clear_stack%3Dtrue%26sysparm_query%3Dactive%253Dtrue%255EEQ 

New releases of operating systems are studied in advance to determine whether additional storage, memory, or disk space is required when compared to the current release.
[bookmark: _Toc19177746] Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
	Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
(Linux,
Windows)
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	Server Disk Capacity
	Per monitoring Report
(See Section 11)
	Per monitoring Report
(See Section 11)
	90%
90%
	Upon alert, we will notify the owner who will determine the course of action (initiate data clean-up, purchase additional disk, etc.).

	Server CPU Utilization
	Per monitoring Report
(See Section 11)
	Per monitoring Report
(See Section 11)
	80%
80%
	Upon alert, we will notify the owner who will determine the course of action (initiate process clean-up, purchase additional CPU, etc.).



	
[bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc19177747]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
[bookmark: _Toc19177748]Business Requirements
Almost all IT Services need some form of computer (server) with installed operating system on which to run their databases, applications and web servers. Consolidation of this activity into a central managed service for other Service Owners (rather than having each Service manage their own systems) has proven to be efficient and effective, providing a secure environment with redundancy and high availability as needed.  
In the annual budget process the business requirements are reviewed and aggregated so that the IT Server Hosting Service Area area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
[bookmark: _Toc19177749]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
[bookmark: _Toc19177750]Service Charging Policy

	Server Hosting – Standard
	Customers are expected to fund server hardware, server software licenses, server client licenses (such as for backup clients or security management clients), operating system software subscriptions and maintenance, server hardware maintenance contracts fees, and a prorated fraction of common infrastructure costs such as racks, console servers, etc.   When special, customer specific requirements incur additional or unusual expense, the customer will be expected to cover these costs.

	Server Consulting
	no charge



Costs of these services include personnel labor costs, vendor support contract costs (common Red Hat, Solaris, and Microsoft maintenance and technical support agreements), shared server room infrastructure costs (racks, power distribution, console servers, management workstations, distribution and management servers, backup server and devices, backup and security software, common storage (SAN/NAS), etc.)
Pass-through materials & services costs may be charged to the customer for the actual or apportioned (based on usage) costs required to provide these services.   Current costs that must be funded by the customers include:
· Microsoft Windows license and maintenance fees
· Red Hat Enterprise Linux annual subscription fees
· Hardware and hardware warranty/maintenance costs
· Storage, backup, and virtual services acquisition and annual fees as set by the Network Storage and Virtual Services service providers
· Data center facilities hardware costs (racks, power distribution units, console servers, KVM switches, etc.) as required to build out data center rack capacity for servers
· Software acquisition and maintenance costs for enhanced offerings (encrypted backups, file integrity monitoring, etc.)
[bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc19177751]SERVICE REQUESTS
[bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc19177752]Standard Requests
	Service Catalog Items
	 

	Service Offering
	Catalog Item

	Server Hosting
	None







[bookmark: _Toc19177753][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement. 
[image: ]

[image: ]
[bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc19177754]Service Availability

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
Server Hosting - Standard
Maintenance Window - The maintenance windows differ per specific servers, so the entire service as a whole doesn’t have a single, universal maintenance window.  By definition, the service is disrupted during at least part of any maintenance window during which maintenance is actually executed.  However, every occurrence of a maintenance window is not utilized, so many times the service is not disrupted during the available windows.   

	Server Hosting - Standard
	Incident Priority
	Outage Threshold

	 
	Critical
	High 
	Outage
	Degradation

	An issue impacting up to 70 servers for a period of time greater than 30 minutes.
	x
	 
	x
	 

	The inability to operate 30% of the server environment. 
	x
	 
	x
	 

	An issue impacting up to 70 servers for a period between 15-30 minutes.
	 
	x
	 
	x



[bookmark: _Toc19177755]Other Service Levels

[bookmark: _Toc19177756]SERVICE SUPPORT
[bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc19177757]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
Support includes all Service Offerings. The person reporting the incident must be available for consultation from the support staff.
Standard off-hours support is available only for production servers designated as 24x7 based on agreement between the customer and service provider.   Standard off-hours support is 24x7 as described in the Foundation SLA.

Off hour support must be logged in via the 24x7 support line.
Special Support Coverage
Organizations/customers can request additional support be provided on a temporary basis, for example, be available for weekend requests during a critical application upgrade.  These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested. If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.	
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc19177758]Customer requests for Service Enhancements
Service enhancements are Customer requests for planned changes in service. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service managers will respond to requests for service enhancements received with appropriate advance notice within 10 business days. This time is needed to discuss issues regarding power, cooling, support and budget to determine if the enhancement request is possible. 
[bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc19177759]SERVICE LIFECYCLE
Plan
The Service owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs and coordinate requirements with the networking, storage, and backup providers. Any equipment will be fully managed by the service provider. Any application software to be run on the customer’s servers will be managed by the customer or a designated application administrator.
Purchase
The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the Facilities service provider to ensure that adequate floor space, power and cooling are available for the equipment.  The Service owner will coordinate with procurement, receiving, PREP and the vendor to ensure the proper installation of the equipment into the Fermilab Datacenter(s).
Deploy
Server resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.
Manage
The Service owner will manage and maintain the Server systems operating systems and hardware. The Service owner will keep a record of system changes.
Retire/Replace
Hardware will be replaced by the Service owners as part of a normal hardware lifecycle in accordance with the hardware age and support requirements outlined above. Any platform or server migrations required due to such retirements will be the responsibility of the Service owner, but will require application owner participation and support for planning, testing, and deployment.  The application provider must plan and execute the necessary application conversion or upgrades to enable the application to run on replacement/upgraded servers. The Service owner will coordinate with the customer and application administrators to perform these types of upgrades or replacements.
Operating System (OS) software and OS management software updates/replacements will be provided by the Service owner as part of normal software updates or bug fixes. The application owners will be responsible for testing application functionality as part of the update and change process on non-production environments and validation of the updates and changes on the production environments.   The application administrators will be responsible for updating/replacing the application software, and the Service owner can be called upon to assist. 
Costs associated with hardware replacements, conversions, software upgrades/fixes will be passed onto the customer at actual or apportioned (by usage) rates.  
 
[bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc19177760]RESPONSIBILITIES
[bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc19177761]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

[bookmark: _Toc19177762][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
[bookmark: _Toc424231663][bookmark: _Toc424631004]CUSTOMER RESPONSIBILITIES
The Customer agrees to:
· Provide funding for the hardware, hardware maintenance, and software OS license, including ongoing funding required to keep the hardware and software current and supportable
· Fund hardware and operating system maintenance and technical support with 3rd party vendors at a level equivalent to or exceeding the required service level for the server
· Provide proportionate funding for server infrastructure (i.e. racks, power management, console access devices, cabling, network devices, backup software, security software, etc.) required to support servers used by the customer
· Fund virtual services, storage, and network costs as established by the applicable service provider.  OS licenses are generally included in the cost of a virtual machine running on the CCD general virtual infrastructure.
· Provide funding and application support resources to replace or upgrade hardware and operating system software prior to it reaching end of life (point at which vendor no longer offers break/fix support or security updates and patches).  The customer should plan for a 5 year server replacement cycle.   Production hardware must be replaced prior to reaching 5 years in age or prior to manufacturer EOSL (whichever is sooner), or it will no longer be supported under this OLA/Service Catalog.   All other hardware must be less than 7 years in age or prior to manufacture EOSL (whichever is sooner), or it will no longer be supported under this OLA/Service Catalog.
· Provide a single point of contact, with two backup contacts, each of which is individually authorized and empowered to approve and agree to any necessary downtimes or outages needed to maintain the servers.   These contacts will be responsible to coordinate any additional approvals or input from application or dependent services customers required.
· Provide and maintain a single email address (which may be a mailing list) to be used by the service provider to communicate any planned downtime for the server (such downtime is only communicated after being authorized by above contact)
· Coordinate and execute any upstream customer or user communications required for outages, maintenance, or other activities planned for the server that affect upstream customers or users
· Provide a list of external services that would be effected from system degradation or from a planned or unplanned outage 
· Provide a single point of contact, with one backup contact, each of whom is authorized to approve expenses related to the operation of the customers’ servers (i.e. maintenance costs, hardware repair costs, software license costs, etc.), provide necessary project & task code or budget line item (BLI) for costs, and provide necessary budgeting and financial information necessary for financial planning
· Participate in OLA reviews
· Provide representation for Continual Service Improvement (CSIP) activities. CSIP activities can be triggered in the event of an OLA breach or as part of normal Service Owner/Customer meetings. During this time, the customer and Service Owner can discuss what services are working well, which are not, and come up with suggestions as to what areas need improvements.  During this time, the Service Owner may also discuss with the customer upcoming Service improvements/changes/additions and poll the Customer for an opinion regarding these topics.
· Provide for periodic maintenance intervals for server patching, reboots, and other system maintenance activities on a frequency of at least once a month for up to 4 hours.    Provide for periodic maintenance intervals for server OS upgrades, firmware upgrades, or other system maintenance activities for up to 8 hours at quarterly (every 3 month) interval.   Provide for an extended periodic maintenance interval for major server upgrades or maintenance for up to 16 hours annually.  If customer requirements are such that this maintenance downtime is unacceptable, the customer must work with the service provider to design, fund, and implement a high availability architecture that allows for system maintenance within acceptable maintenance downtimes.
· Allow unscheduled downtimes for system maintenance outside of availability hours or any regularly maintenance intervals.  Customers will still be notified of any upcoming maintenance periods, but customer approval for downtimes outside of availability hours will not be required.
· Fund and maintain a similar (and, preferably, an identical) test and optionally, a development, server environment for any production server supporting a service that require higher than 99% uptime target.  This test server environment will be used to test planned production server changes.   If the customer maintains multiple non-production servers for an application or service, at least one of these must be similar (and, preferably, identical) to the production server – this environment is normally referred to as “integration” or “QA”.   All associated non-production servers must run the same operating system and version as production, except when an OS upgrade across the servers is in progress.
[bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005]USER RESPONSIBILTIES
For clarity, the user is defined as service owners who use the IT Server Hosting Service.   
The user agrees to:
Non-interference with system administration
· Not affect privileges or access of  the server administrator accounts
· Not impact, alter, or disable standard system or OS processes or jobs
· Not perform OS or system altering operations (OS configuration changes, network configuration, etc.)
Daily Operations
· Be accountable/responsible for all activity on their servers and to notify the Service provider if these activities will cause a failure to perform the service. For example:
· System is shutdown
· System is being replaced/renamed
· System is currently under a multi-day maintenance period
· Be responsible for working with their customers should the Service provider notify the user that the activities on the server are detrimental to the Service. Examples included but are not limited to:
· High activity resulting in > 95% CPU usage
· Lack of system disk space (in general > 80% full)
· High Network load (in general, sustained usage over 60% of network link capacity)
· Operate under the principle of “least privilege” – requesting and granting OS and application access and privileges only to users with a verifiable business justification and utilizing the minimum privileges required to execute user responsibilities
· Users must work with the system administrators to establish policies and procedures to minimize the OS privileges required  for them to run and maintain their services and applications on the system
· In particular, unrestricted root or administrator privileges on servers will not be provided to anyone outside the system administration support team.   Access to such elevated privileges may be granted if restricted to specific commands or limited to specific, brief, temporary time intervals based on negotiation between the customer and service provider.
Application & Service Responsibilities
· Utilize application and service software from OS vendor provided repositories or distributions wherever feasible.   Only utilize software that is explicitly tested and certified for the target OS release on the server intended to host the software.
· Consult with the service provider prior to adopting software from other sources.   The user will be responsible for retrieval, build, packaging, and maintenance of software from any sources other than the supported OS vendor’s standard distribution and repositories.
· Utilize standard software package manager formats (msi for Windows, rpm for Linux, or package manager for Solaris) for any software to be installed on supported servers. 
· Support application software installs and configurations requiring system administrator privileges by providing detailed documentation on installation or configuration procedures with specific notations as to what localized choices and values need to be used by the system administrators to execute the procedure successfully and providing consulting as necessary in the execution of these procedures
· Perform application software administration, including configuration, operations, service monitoring, and service administration
· Keep application software current and up to date, patched against known vulnerabilities, to avoid computer security notices or incidents on the server
· Assume a server firewall configuration that will, by default, deny any inbound network connection attempts from outside the Fermilab network.   Where outside access is required by the service, work with the service provider to identify and limit such access to the minimum required network ports and protocols.
· Remediate application security issues in a timely manner when notified of such issues by the system administrators or computer security personnel
· Install and maintain application and service configuration such that they:
1. Automatically start and achieve necessary initial state when the server is booted normally
2. Automatically quiesce and shutdown cleanly when server is shutdown or rebooted normally
3. Can be cleanly backed up and restored by a file system level backup when the application or data areas are to be included in regular backups
· Identify any application specific file systems or data that needs to be included in server backups and notify the service provider if these change
· Provide application/service contacts with availability corresponding to the server service level (i.e. 8x5 or 24x7) with off-hours contact information and secondary and tertiary contacts in case of service outages
· Maintenance and management of application software licenses, license keys, support, media, and documentation required to install, operate, and re-install the application or service.   Perform necessary communication and negotiation with application and service software suppliers as needed to license, install, operate, support, and maintain the software
Other Operational Responsibilities 
· Convey any server changes which may require changes to the Operating System.  These activities must not be performed without coordination and concurrence from the service provider.  Examples include:
· Changing (addition/removal of) physical disks
· Upgrade/replace application software
· When reporting an incident, the user must be available to work with the Service providers to troubleshoot and resolve the incident. 
· Plan and schedule monthly maintenance windows to permit timely patching and system maintenance of servers
· Provide, maintain and monitor application specific backup procedures if central services (section 2.2.1) cannot provide a useable backup.  For example Oracle rman database backups.
· Plan and execute application and service testing on test servers in a timely manner after server changes are applied to verify correct, post-change operation.   Validate production server changes immediately upon completion of the changes, during the production change maintenance window. 
· Provide and permit necessary management physical access to the servers during supported hours of operation.
· Provide and permit network access to the server required to perform standard system administration and operation including, but not limited to, remote login access, remote console access, central backup service connection, central monitoring and event logging access, software patching and update repository access, and system administration server access.

[bookmark: _Toc224182443][bookmark: _Toc424631006]SERVICE OWNER
General responsibilities:
· Provide the services described in section 2.

· Review system event reports. 
· If it is determined by the Service provider that the issue appears to be with the application software managed by the application administrators, a service desk ticket will be opened, providing any information the Service provider may have that may help the application administrators to identify and correct the issue on their application.
· Monitor server infrastructure (network availability, backups, patching, etc.)
· Upgrade service infrastructure as necessary as part of lifecycle management or to rectify software bugs.
· Meet response times associated with the priority assigned to Customer issues as outlined in section 6
· Maintain appropriately trained staff
· [bookmark: __RefHeading__2262_207151207]Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage for production systems will be provided to the customer via email at least 1 week in advance of an outage

[bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc19177763]   SERVICE CONTINUITY
Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objects

	Service offering
	RTO
	RPO

	Server Hosting
	4 hours
	n/a

	Server Consulting
	4 days
	approx 1 business day



10.1 [bookmark: _Toc465103242][bookmark: _Toc465242039][bookmark: _Toc19177764]Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
· Current strategy is:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners 
· Recover/replace  lost/damaged hardware assets:
· Minor (part) failures:  
· Repair under vendor warranty
· Repair under  Dell Managed Services contract
· Repair via Dell Managed Services Time and Materials
· Migrate  server image to Virtual Machine
· Mid-range  failure (one or several complete servers):  
· Replace with non-production hardware and restore 
· Migrate server image to Virtual Machine
· Utilize expedited procurement procedures to purchase replacement hardware
· Major (multiple servers  and/or data center) failure
· Migrate Server images to FNAL-based VMs if available
· Utilize expedited procurement procedures to purchase replacement hardware
· Restore system images/data from backups in all cases
10.1.1 [bookmark: _Toc465242040][bookmark: _Toc19177765]Initial recovery strategy
What will you do until essential services and functions are available.
· Current strategy:
· Assessing the situation and stabilizing servers to extent possible.
· Informing the Service Desk and Service Owners.
· Informing, upper management of situation and status.
· Contacting and marshaling additional team resources as required.
· Contacting OLA partners we depend on to ascertain recovery status their services, if necessary.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.  
[bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc19177766]10.1.2  Overall recovery strategy
High availability fail-over
· Triage lost servers based perceived importance of specific servers to the lab’s functionality and work to restore servers based onthat  triage order.
· Some HA capabilities with Exchange, Sharepoint and other critical services
Recover at another site or multiple sites
· Warm DR site capability for financial servers .  (Off-site host/storage/network/tape-restore capability is available at ANL.)
· Some capability (room , power, network) available in LCC
Build from scratch
· Build new VMs (if VM service available), cloud VMs (if network available), disaster recovery site (ANL), expedited procurement/rental of new equipment and/or data center.

10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc19177767]Recovery Scenarios
[bookmark: _Toc19177768]Building not accessible (Data Center Available)
· Remote-fix  capability possible depending on circumstances
[bookmark: _Toc19177769]Data Center Failure (Building Accessible)
· Data center floor separation allows for some recovery of services that are in both data centers.
[bookmark: _Toc19177770]Building not accessible and Data Center Failure
· Remote-fix.
· Bring up services that are available.
· Build from scratch anything that is not recovering properly.
[bookmark: _Toc19177771]Critical recovery team not available
· Strategy would be to involve vendors and use expedited procurement to employ contracted engineers.

Workforce completely remote, 30+% of staff ill)
· Staff works remotely, except for the following activities:
Component swaps where no other group can be leveraged (drives, controllers, power supplies, etc.)
· All hardware and virtual servers run at normal capacity
· Suspended/Reduced Services:   
· Any hardware issues that arise may take longer to repair
· New VM’s may take longer to deploy depending on the state of the dependent services
· Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.
· When suspending or restoring Services, coordinate with the Command Center.   

10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc19177772]Return to Operations
There are no specific recovery steps required for return to operations.  


11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc19177773]SERVICE MEASURES AND REPORTING
11.1.1 [bookmark: _Toc19177774]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.1.2 [bookmark: _Toc19177775]Service specific Measures and Reports
Windows Server Hosting:
· EventSentry is used to monitor disk capacity continuously on the servers and will send email to members of the WSS team once an area reaches 90% full. Upon alert, we will notify the owner who will determine the course of action (initiate data clean-up, purchase additional disk, etc.).
· FY14 included automatic creation of an incident ticket in ServiceNow.
· EventSentry is also used to generate a CPU usage report as needed should problems arise due to expected CPU resources (underpowered server).
· See the following link for reports and metrics related to Windows Servers:  
· https://fermipoint.fnal.gov/organization/cs/ccd/eso/wss/EventSentry%20Reports/Forms/AllItems.aspx
· https://fnorion.fnal.gov/Orion/SummaryView.aspx?viewid=1

Linux/UNIX Server Hosting:
· Check_MK/Nagios monitoring and event reporting was deployed in FY13 and alerts us in advance of possible short-term capacity issues with computing resources.   Also, long term graphs on cpu and disk usage are stored by Ganglia and reviewed during each quarterly report cycle to be sure capacity can meet demand.
· See the following link for reports and metrics related to Red Hat Linux Servers:  
· https://fnorion.fnal.gov/Orion/SummaryView.aspx?viewid=1




[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc19177776]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]Physical servers to be supported must be server class systems with appropriate system redundancy and supported by the supplying vendor and/or the Fermilab’s contracted hardware support vendor.
This service will implement new or replacement systems using only one of the following operating systems:
· Windows Server 2012, 2016, or 2019 latest service pack which has been out for 3+ months
· Red Hat Enterprise Linux 6, 7, or 8 current point release that has been out for 3+ months (may be substituted for Scientific Linux)
This service will assume support for additional or new server hardware only from the following vendors with the following architectures:
· Dell PowerEdge servers – i386 or x86_64 architecture
· HP Proliant servers – i386 or x86_64 architecture
· Virtualization platforms as provided by the Core Computing Division Virtual Server Hosting service
Existing operating systems and server hardware is “grandfathered” into this service and will be supported under the other terms of this service until replaced or retired.
Any new hardware to be supported by this service must involve this service provider in the design and specification of the hardware and must have the prior agreement of the service provider to support the hardware before acquisition.
This service will only accept support for additional pre-existing systems if they are running one of the supported operating systems, the operating system is current on patches, the server configuration complies to the applicable FNAL operating system baseline, the hardware meets the above vendor support and currency requirements.
This service will not accept support for any additional external disk or storage devices (disk arrays, tape drives or libraries, etc.) – any external storage requirements must be met using the central storage service offering or require an enhanced support offering.
	

[bookmark: _Toc19177777]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (IT Server Hosting Service Dependencies) in the document database entry for this service area Docb#4316

[bookmark: _Toc19177778]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614
[bookmark: _Toc19177779]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 
Additional supporting contracts are via Services that this service depends on – see dependencies above - and these include support for the following:
· NTT Data Services hardware support
· Dell Warranty support
· Hewlett Packard warranty, hardware, and software support
· Microsoft software support


[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc19177780][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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Server Hosting - Standard

Servers supported by the service
meet the following requirements: »
Under current vendor warranty or
vendor-authorized hardware
maintenance support (non-
production systems may have
hardware maintenance support via a
third-party provider) « Less than 5
years old for production systems and
less than 7 years old for non-
production systems « Not past end-of-
service-life as defined by the
equipment manufacturer « Running a
supported operating system at a
current vendor-supported release and
patch level - Hardware is located in a
secure and environmentally
controlled location (assumed to be
data centers or computer rooms
supported by the Core Computing
Division Facilities services) =
Physically accessible by system
support staff during supported hours
of service (direct, unescorted access
with appropriate training and
physical security privileges (keys, card
access, etc.)

Commitments

 INC P1 Response - 1h 90% (F) sLA
 INC P1 Resolution - 5h 90% (F) sLA
 INC P2 Response - 4h 90% (F) sLA
 INC P2 Resolution - 12h 90% s
 INC P2 Response - 8h 90% (F) sLA
 INC P2 Resolution - 4d 90% (F) 5.4
 INC P4 Response - 8h 90% (F) sLA
 INC P4 Resolution - 7d 90% (F) sLA
 RITM P1Response - 1h 90% (F) sLA
 RITM P2 Response - 4h 90% (F) sLA
 RITM P3 Response - 8h 90% (F) sLA
 RITM P4 Response - 8h 90% (F) sLA
 99% Availability 24 x 7
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Server Consulting

The IT Server Hosting Service
provides technical assistance in
selection between virtual or physical
configurations as well as aid in setup
and configuration of application
software. This service includs
Server hardware and architecture
design consulting based on specific
customer server resource and load
needs - Analysis and selection of
physical or virtual hosting
environment

Commitments

 RITM P1Response - 1h 90% (F)
 RITM P2 Responise - 4h 90% (F)
 RITM P3 Responise -8 90% (F)
 RITM P4 Response - 8h 90% (F)





