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[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Central Web Hosting Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
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	Service Area:
	Central Web Hosting

	Service Area Owner:
	Peter Rzeminski II

	 
	The Central Web Hosting Service provides an Enterprise-level web service based on Apache and IIS Web Servers.

	 
	ISO20000 Certified

	 
	The Central Web Hosting Service provides an Enterprise-level web service based on Apache and IIS Web Servers. This service is available to all employees and users wishing to serve content to the Internet.








	Service Offering
	Short Description
	Offered
	Owner

	Apache httpd - Standard
	
• Each website deployed using this service offering is an Apache httpd website residing on a virtual host running Red Hat Enterprise Linux (RHEL) OS ver. 7.x.
• Web content is stored on an NFSv4 file system.
• SAML/SSO authentication is available via PingFederate against the SERVICES domain.
• Access to Perl, Python, PHP, and almost any other programming language is available within the RHEL yum repository.
• Each website is located on a pair of virtual servers, sharing CPU and memory resources with no more than 200 other websites.
• All content served over port 443 (https) for security. Legacy sites on 80 (http) are being converted
Each website is given an initial quota of 10GB storage space by default. Customers can request up to a max of 20GB of storage space at no additional cost. Customers requiring more than 20GB of storage space can lease it directly from the Storage and Virtual Services Group."
	Customer-facing
	Peter Rzeminski II

	Apache httpd - Enhanced
	
• Each website is given an initial quota of 10GB storage space by default. Customers can request up to a max of 20GB of storage space at no additional cost. Customers requiring more than 20GB of storage space can lease it directly from the Storage and Virtual Services Group.
• Users will be able to access cron on the web server.
• Users will have direct ssh access to the web server using a local shared account.
• Users will be able to restart the Apache httpd process via the sudo command at will.
• An Apache httpd - enhanced website is hosted on a pair of virtual servers, with all CPU and memory resources allocated to the site owners. The site owners will have the ability to add up to 200 additional websites as they wish.
	Customer-facing
	Peter Rzeminski II

	Apache httpd  - Custom
	
• An Apache httpd website can be deployed on a private server cluster upon special request and approval.
• All the offerings of an Apache httpd - enhanced website are also available to the Apache httpd - custom customer.
• The specifics of an Apache httpd - custom website are negotiated on a per-customer basis, based on the customer's needs and requirements. This service is only offered in rare occasions where an Apache httpd - enhanced server cannot fulfill a customer's needs.
• The deployment of an Apache httpd - custom website requires the approval from Central Web Hosting Service Owner and their line management.
	Customer-facing
	Peter Rzeminski II

	Microsoft IIS - Standard
	
• A Microsoft IIS website can be requested on a shared virtual host that runs Microsoft Windows Server 2012.
• Web content is stored on an NFSv4 file system and served over ports 80 and 443.
• Access to ADFS authentication is available upon request.
• Each website is given an initial quota of 10GB storage space. Customers can request up to 20GB storage space at no additional cost.
• Customers will have access to Perl, .NET, ASP, and ActiveX programming languages.
• A Microsoft IIS website is deployed on a pair of virtual servers, sharing CPU and memory resources with no more than 100 other websites.

	Customer-facing
	Peter Rzeminski II

	Wildcard Secure Certificate for fnal.gov
	
• Customers can request a wildcard certificate for their Fermilab-based server in the fnal.gov domain. 
• The wildcard certificate is available upon special request and approval.
• The certificate is valid for three years starting Feburary 2016. The next certificate renewal is in Feburary 2019.
	Customer-facing
	Peter Rzeminski II

	Named Web Certificate (SSL) 
	
• A named certificate for Fermilab-owned domains.
• Certificate validity is based upon the purchase date and the requested lifetime of the certificate (typically, between one to three years).
	Customer-facing
	Peter Rzeminski II

	Anti-spam (CAPTCHA) email form processing - standard
	
•   Customized and secured version of FormMail with built-in CAPTCHA filtering.
•   Available to all Fermilab-based websites upon special request

	Customer-facing
	Peter Rzeminski II

	WordPress - Standard
	
• The core software as well as all themes and plugins are monitored and updated automatically.
• The infrastructure allows for custom written themes and plugins under certain guidelines.
• Security features are listed below:
· All core, plugin and theme updates are centrally managed and tested before being deployed.
· Public accessible content is only available over port 80.
· Access to all /wp-admin/ functions is controlled by SAML authentication over port 443 on the Fermilab network only.
· Site owners of WordPress sites will be able to manage authenticated access to their website via SAML/SSO credentials tied to the SERVICES domain.

	Customer-facing
	Peter Rzeminski II

	Apache Tomcat - Standard
	
• The Apache Tomcat software is an open source implementation of the Java Servlet, Java Server Pages, Java Expression Language and Java WebSocket technologies.
• Proxied by Apache httpd.
• The supported Java version is Java 1.8 (current as of 2017).
• Users will have the ability to deploy/restart applications via web manager GUI through the browser.
• Users will have the ability to add third-party JAR files to CLASSPATH.
• User will be able to access all log files and System.out output files.

	Customer-facing
	Peter Rzeminski II

	
	
	
	

	MediaWiki – Standard
	• Centrally Managed Wiki Software as a Service (SaaS).
• Most Extensions available upon demand.
• Three levels of read access: Anonymous, Authenticated, or Access Control List (ACL)
• Two levels of editor access: Authenticated or Access Control List (ACL).
• Core Software and Extensions upgraded by Central Web Hosting at-least quarterly

	Customer-facing
	Peter Rzeminski II
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Apache httpd - Standard
[bookmark: _Toc424229255][bookmark: _Toc424231654]

	Apache httpd - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified



Apache httpd - Enhanced

	Apache httpd - Enhanced
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified



[bookmark: _Toc19695080]Apache httpd  - Custom 
	Apache httpd - Custom

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified




Microsoft IIS - Standard
	Microsoft IIS - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified
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	Wildcard Certificate for fnal.gov

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified




[bookmark: _Toc19695083]Named Web Certificate (SSL) 


	Named Web Certificate (SSL)

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified



[bookmark: _Toc526859281][bookmark: _Toc526859284][bookmark: _Toc19695084]Anti-spam (CAPTCHA) email form processing - standard


	Anti-spam (CAPTCHA) email form processing - standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified



[bookmark: _Toc19695085]WordPress - Standard


	WordPress - Standard
	 

	Other Information
	Special Support and Governance rules exist for this service.  More details on the Governance can be found at CS-doc-5589.  Details on Theme & Plugin Support for WordPress SaaS can be found in section 5.2.1 of this document.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified
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	Apache Tomcat - Standard
	 

	Other Information
	Apache Tomcat supports only Web profile of Java EE 7.  If you require the Full profile, please contact Central Web Hosting for alternative options.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified



[bookmark: _Toc19695087]MediaWiki - Standard

	MediaWiki - Standard
	 

	Other Information
	

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Web Services Administration

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified
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[bookmark: _Toc19695089]Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Central Web Services is available for any employee or badged user that requires a web site.  The infrastructure is “Highly Available” virtual infrastructure spread across multiple computer rooms for added redundancy (dual FC SAN fabric, redundant switches); Virtual machine backups, replication, and instant recovery; Central NAS infrastructure for web content; Fault-tolerant, load-balanced networking;  Additional services of Web Content, Monitoring/Alerting, and Web Statistics.  The infrastructure is scalable and allows for expansion.  The service offering of WordPress, a web-content publishing tool, meets a requirement from the user community to have an easy to use web content publishing tool, that does not require a developer to manage.  In the last year, there has been a push from Cyber security to understand web sites that are being displayed off-site and to ensure appropriate security controls are in place and being enforced.  Central web offers these secure features and central management that enables a web site owner have current security features that keep them in compliance with Cyber security rules. The primary considerations when planning capacity for Central web are the percentage of web sites allocated and the percentage of storage usage.  Requirements for plug-ins and additional content features may be requested are analyzed for use at a global level but do not affect capacity requirements, this is specific to ability for customers to have features on the site. 
  
[bookmark: _Toc19695090]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
The table outlines the capacity planning that is done by Central Web Services and describes current capacity, threshold to where capacity is evaluated and/or expanded, and how it is monitored and new capacity is requested by Service Offering.  Underlying infrasture capacity is managed by the service areas that Central Web Services depend on. 

	Service Offering
	Available Capacity
	Threshold
	Monitored
	Request process when threshold breached

	Apache httpd - Standard
	200 sites per cluster, 3 clusters. Total current capacity 600 sites.
	90% allocation of sites overall
	http://metrics.fnal.gov/cws/apache.html
	Submit ServiceNow request to Virtual Server Hosting for a new cluster.

	Apache httpd - Standard
	10TB of storage
	50% of available capacity in use or 150% of capacity allocated, whichever comes first.
	http://metrics.fnal.gov/cws/apache.html
	Submit ServiceNow request to Networked Storage for projected additional storage.

	Apache httpd - Enhanced
	200 sites per cluster, 1 cluster allocated to internal
	90% of allocation of sites
	http://metrics.fnal.gov/cws/apache.html
	Submit ServiceNow request to Tier 2 Site Owners, informing them they need to request an additional cluster.

	Apache httpd - Enhanced
	Use same storage as Tier 1
	50% of available capacity in use or 150% of capacity allocated, whichever comes first.
	http://metrics.fnal.gov/cws/apache.html
	Submit ServiceNow request to Networked Storage for projected additional storage.  

	Microsoft IIS - Standard
	100 sites
	75% allocation of sites
	https://fermipoint.fnal.gov/organization/cs/ccd/eso/wsa/Lists/CWS%20Site%20Owners/Default.aspx 
	Submit ServiceNow request to IT Server Hosting to stand up new IIS server VM.

	WordPress - Standard
	50 sites per cluster for public  100 sites for internal admin, there is 1 public cluster and 1 private cluster for total of 150 sites
	90% allocation of sites
	Track Requests in ServiceNow  https://fermipoint.fnal.gov/organization/cs/ccd/eso/wsa/Lists/CWS%20Site%20Owners/Default.aspx
	Submit ServiceNow request to Virtual Server Hosting for 5 new cluster.

	Apache Tomcat - Standard
	20 sites per cluster
	80% allocation of sites overall
	http://metrics.fnal.gov/cws/
	Submit ServiceNow request to Virtual Server Hosting for a new cluster.

	Apache Tomcat - Standard
	10TB of storage
	50% of available capacity in use or 150% of capacity allocated, whichever comes first.
	http://metrics.fnal.gov/cws/
	Submit ServiceNow request to Networked Storage for projected additional storage.

	Wildcard Certificate for fnal.gov
	N/A
	N/A
	N/A
	N/A

	Named Web Certificate (SSL) 
	N/A
	N/A
	N/A
	N/A

	MediaWiki
	10TB of storage
	50% of available capacity in use or 150% of capacity allocated, whichever comes first.
	http://metrics.fnal.gov/cws/
	 Submit ServiceNow request to Networked Storage for projected additional storage.




[bookmark: _Toc432074370][bookmark: _Toc19695091]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
Detals of the component capacity is listed in section 2.2.  Virtual Server Hosting manages the capacity of virtual machines within their set of plans.  Annual Budgeting cycle is where requests and plans for next fiscal year are identified and budgeted for by the appropriate service areas.  Since the apache environment was recently upgraded, the current capacity will be sufficient for the number of sites and amount of disk space required in the current fiscal year.
	
[bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc19695092]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
[bookmark: _Toc19695093]Business Requirements
The demand for web sites for individuals, groups, projects and for application services is clear and now cyber security requirements make it difficult for these sites to be managed outside of a centralized service.
[bookmark: _Toc19695094]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
[bookmark: _Toc19695095]Service Charging Policy

	Apache httpd - Standard
	no charge

	Apache httpd - Enhanced
	One-half of the current rate of two virtual Linux servers, paid at the initiation of the service, and then annually at the start of the fiscal year.

	Apache httpd - Custom
	The full cost of the number of virtual Linux servers, as calculated by the Virtual Server service owner, being used by the customer for their service offering.  The fee is to be paid at the initiation of the service, and then annually at the start of the fiscal year.

	Microsoft IIS - Standard
	no charge

	Wildcard Certificate for fnal.gov
	no charge

	Named Web Certificate (SSL) 
	Market Price, funded by the customer at the initiation of the service, and annually at the renewal date.

	Anti-spam (CAPTCHA) email form processing - standard
	no charge

	WordPress - Standard
	no charge

	Apache Tomcat - Standard
	no charge

	[bookmark: _Hlk526851412]Apache httpd - Custom
	The full cost of the number of virtual Linux servers, as calculated by the Virtual Server service owner, being used by the customer for their service offering.  The fee is to be paid at the initiation of the service, and then annually at the start of the fiscal year.

	MediaWiki
	No charge
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[bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc19695097]Standard Requests
 
	Service Catalog Items
	 

	Service Offering
	Catalog Item

	Apache http
	Request a Website

	 
	Manage User Permissions - Central Web 

	
	Website Go-Live Approval

	
	Web Directory Browsing Exemption

	Microsoft IIS
	Request a Website

	
	Website Go-Live Approval

	
	Web Directory Browsing Exemption

	WordPress 
	Request a Website

	
	Website Go-Live Approval

	
	Web Directory Browsing Exemption

	Apache Tomcat
	Request a Website

	
	Website Go-Live Approval

	
	Web Directory Browsing Exemption

	
	Manage User Permissions - Central Web

	Certificates
	Website Certificate
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Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement. 
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	Service Availability and Targets
	 

	Service offering
	Availability

	Apache httpd – Standard
	99.2% Availability 24X7

	Apache httpd - Enhanced
	99.2% Availability 24X7

	Microsoft IIS - Standard
	99.2% Availability 24X7

	Wildcard Certificate for fnal.gov
	99.2% Availability 24X7

	 
	N/A for customer installed certs

	Anti-spam (CAPTCHA) email form processing
	99.2% Availability 24X7

	Named Web Certificate (SSL)
	N/A for customer installed certs

	WordPress - Standard
	99.2% Availability 24X7

	Apache Tomcat - Standard
	99.2% Availability 24X7

	Apache httpd – Customer
	99.2% Availability 24X7

	MediaWiki – Standard
	99.2% Availability 24X7



Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
Maintenance Window –  Thursday 6am-8am, unless Friday is a Holiday, then we skip maintenance that week.  WordPress always has maintenance during that window.  The other services are as-needed, but only during that window.

	All Service Offerings
	Incident Priority
	Outage Threshold

	 
	Critical
	High 
	Outage
	Degradation

	All web clusters are unable to serve content to the internet
	x
	 
	x
	 

	FNAL.GOV and or Tele.FNAL.GOV are unavailable
	x
	 
	x
	 

	Loss of Primary and stand-by cluster servers or underlying infrastructure
	x
	 
	x
	 

	FNAL.GOV and or Tele.FNAL.GOV are slow
	 
	x
	 
	x

	30% or more of all hosted websites or 30% or more of production Web Clusters exhibit a slowed response and/or are unavailable to serve content to the Internet.  
	 
	x
	 
	x



Each website is hosted on a Cluster.  Please refer to Appendix F for details on how a Cluster is constructed and the redundancies put into place.  As few as one and as many as 200 websites can be hosted on a single Cluster.  The status of a single website is dependent upon the status of the Cluster it is hosted on.  The Status of the entire Web Hosting Service is dependent upon the status of all the Clusters. The status of any single website does not indicate or represent an Outage or Degradation to the service.

· Cluster Outage – A single Web Cluster is unable to serve web content to the Internet.  A Cluster Outage will be reported on a per-Cluster basis and will contribute towards the declaration of a Service Degradation.
· Cluster Degradation – 30% or more of all hosted websites exhibit a slowed response and/or are unavailable to serve content.  
· A Cluster Degradation will be reported on a per-Cluster basis and will contribute towards the declaration of a Service Degradation. 
· Until sufficient monitoring services are established, a Slowed Response is defined by the volume of feedback of website visitors contacting the Fermilab Service Desk. 
[bookmark: _Toc19695100][bookmark: _Toc431215899]Other Service Levels
Support for WordPress Software

The WordPress offering has three main layers of support:
1. Operating system & underlying infrastructure
2. Third-party software with a support contract
3. Third-party software without a support contract
The lower the number of the layer, the greater importance is placed on ensuring that layer is working as configured and expected.  If the functionality of a lower numbered layer is at risk due to an issue with a higher numbered layer, the functionality of the higher numbered layer will be depreciated, limited, or sacrificed in order to preserve that of the lower layer.
[bookmark: _Toc431215900]Support Description by layer
I. [bookmark: _Toc431215901]Layer 1: Operating System & Underlying Infrastructure
This layer is the Central Web Hosting Service Level Agreement, specifically the Standard Offering defined as “WordPress - Standard.” It also includes the coordination of support for the SLA’s and OLA’s that are defined in Appendix B of this document.  
This standard offering requires the Web Systems Administration group to directly support the operation of Apache httpd, PHP, and the core OSS WordPress software as supplied for free by the website WordPress.com.
II. [bookmark: _Toc431215902]Layer 2: Third Party software with a support contract
This layer encompasses all software which is not specifically covered or supported by the standard offering and/or Appendix C of the Central Web Hosting SLA, is installed in support of, or directly on, the Tier 5 offering, and is supported through an active support contract with the software vendor or a third party.
Examples would be the InfiniteWP central management tool, the User Role Editor Plugin, and the Fermilab Theme.  The Infinite WP software has a yearly support contract that is maintained by the Central Web Hosting group.  The User Role Editor tool has a lifetime support contract purchased for it.  The Fermilab Theme is software authored by Xeno Media with a support contracted paid for and maintained by the Fermilab Office of Communications.  In these situations, and any others where Theme or Plugin software has an active support contract, the Central Web Hosting group will act as liaison between the Service Owner and the software author, working to resolve any issues that might arise, on behalf of Fermilab and/or the Service Owner.  The Central Web Hosting group will not directly modify the code or attempt to maintain it themselves, instead they will act on the instructions of the support provider to conduct any necessary patching, debugging, or other necessary actions required for said provider to determine the fault in the software and a way to fix it.
Should the support contract expire, the software become abandoned by its author, or otherwise generally unsupported on the Fermilab Central Web Hosting infrastructure due to documented reasons, the software in question will fall to Layer 3 in the support model.
III. [bookmark: _Toc431215903]Layer 3: Third Party software without a support contract
This layer defines the support level for all Themes, Plugins, and other third-party software that is not covered under Layers 1 & 2.  
The software at this layer not supported by any Central Web Hosting staff member and no effort will be expended to directly resolve issues with the functionality or use of this software.  The only effort that will be expended against software at this layer is to determine whether the issues are caused by the infrastructure used by the offering.
If the infrastructure is found to be at fault, a brief evaluation of the situation will be conducted to determine the best course of action.  Examples of possible actions are:
· Alter the infrastructure
· Ask the requester to purchase a support contract for the software
· Declare the problem to be a “known issue”
· Use Change management to depreciate and then remove the software
If the infrastructure is not found to be at fault, then the issue will be closed with instructions for the requester to consult with the software author to resolve the issue and/or read the documentation on the use of the software.

[bookmark: _Toc19695101]SERVICE SUPPORT
[bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc19695102]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of seven (7) business days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc19695103]Customer requests for Service Enhancements
Customers can request Service Enhancements by entering a Service Desk ticket..  The Service Owner will work with the Customer to prioritize and track progress.
[bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc19695104]SERVICE LIFECYCLE
Plan: The Service owner, based on a ticket from the customer, will confirm details of the requested website, then, based on the requested tier, configure the website for the customer.  In the case of an Enhanced or Custom server, put in a requisition for the necessary virtual machines.

Purchase: The Service Owner will put in the purchase requisition orders along with the required documentation, collecting the necessary fees from the customer.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: Support resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the application software and coordinate support for the underlying infrastructure. The Service owner will maintain vendor support currency.  The customer will be solely responsible for the maintenance of the website content as well as managing the list of who has access to edit said content. 

Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.
 
[bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc19695105]RESPONSIBILITIES
[bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc19695106]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
A site owner manual, detailing specific roles and responsibilities for Central Wen Hosting, is available here:  
https://fermi.service-now.com/kb_view_customer.do?sysparm_article=KB0011347


[bookmark: _Toc19695107][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
[bookmark: _Toc424231663][bookmark: _Toc424631004]CUSTOMER RESPONSIBILITIES
· Customers using one or more of the Service Offerings listed in this document agree to participate in a yearly audit of the Service(s) they are using.
· Customers using a Service that includes a fee, agree that their Service will be cut off if they fail to pay for the maintenance fees for said Service.

[bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005]USER RESPONSIBILTIES
· Customers/Users using a Centrally Web Hosting website do so with the understanding that they are wholly responsible for the content of their website.  This includes the maintenance and/or upkeep of any software, scripts, images, and other content that is stored upon that website, whether added by the Customer/User themselves or by persons using their website.
[bookmark: _Toc224182443][bookmark: _Toc424631006]SERVICE OWNER

· Provide a secure service using Computer Security policies and guidelines
· Deliver a quality service that meets the commitments detailed in this document and the unique Service Catalog Document
· Monitor performance results and initiate improvements as needed.  This includes availability and response targets.
· Communicate and gain agreement on planned outages outside of the published service maintenance window.


[bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc19695108]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Apache httpd - Standard
	4 hours
	12 hours

	Apache httpd - Enhanced
	4 hours
	12 hours

	Microsoft IIS - Standard
	4 hours
	12 hours

	Wildcard Certificate for fnal.gov
	4 hours
	12 hours

	Named Web Certificate (SSL) 
	4 hours
	12 hours

	Anti-spam (CATPHA) email form processing - standard
	4 hours
	12 hours

	WordPress - Standard
	4 hours
	12 hours

	Apache Tomcat - Standard
	4 hours
	12 hours

	Apache httpd - Custom
	4 hours
	12 hours

	MediaWiki
	12 hours
	12 hours




The Service Continuity plan for this service is based almost entirely on the Service Continuity Plans of the Services on which this service depends – see Appendix B.   Central Web Services area services must wait for the underlying services to recover, including recovery of content data which is performed by the Network Attached Storage service area services.  
In the case of loss of “less than all” web servers redundant servers should allow for no loss of service.
In the case of loss of all web servers then the continuity plans of the services on which these services depend come into plan to rebuild servers from scratch. After which Central Web Services will reconnect to networked content and web server configuration to restore services. 
[bookmark: _Toc19695109]10.1 Recovery Strategy
The Service Continuity plan for this service is based almost entirely on the Service Continuity Plans of the Services on which this service depends – see Appendix B.   Central Web Services area services must wait for the underlying services to recover, including recovery of content data which is performed by the Network Attached Storage service area services.  
In the case of loss of “less than all” web servers redundant servers should allow for no loss of service.
In the case of loss of all web servers then the continuity plans of the services on which these services depend come into plan to rebuild servers from scratch. After which Central Web Services will reconnect to networked content and web server configuration to restore services. 
10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc465358353][bookmark: _Toc19695110]Initial recovery strategy
There are no steps that need to be executed prior to recovery of services that Central Web relies on.  
10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc465358354][bookmark: _Toc19695111]Overall recovery strategy
Ensure that staff is available and able to connect into the servers once they are available.  The service is set to failover within FCC2 and virtual servers on FCC3.  If networked attached storage is not available, then we cannot restore, so a down page is put in place for fnal.gov site.  In the event FCC data centers are destroyed, then we would have to rebuild from scratch.
10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc465358355][bookmark: _Toc19695112]Recovery Scenarios
Data loss for content owners on NFS
· Content recovery performed by NAS Group
Loss of “less than all” web servers
· Redundant servers, no loss of service
Loss of all web servers
· Restore Server from backup OR Rebuild server from scratch, reconnect to networked content and web server configuration to restore service.
10.2.1 [bookmark: _Toc465348480][bookmark: _Toc465358356][bookmark: _Toc19695113]Building not accessible (Data Center Available)
· See “Recovery Scenarios”
10.2.2 [bookmark: _Toc465348481][bookmark: _Toc465358357][bookmark: _Toc19695114]Data Center Failure (Building Accessible)
· Wait for dependent services to recover, then see “Recovery Scenarios”
10.2.3 [bookmark: _Toc465348482][bookmark: _Toc465358358][bookmark: _Toc19695115]Building not accessible and Data Center Failure
· Wait for dependent services to recover, then see “Recovery Scenarios”
10.2.4 [bookmark: _Toc465348483][bookmark: _Toc465358359][bookmark: _Toc19695116]Critical recovery team not available
· Service can recover without personnel and just requires verification.  
10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc465358361][bookmark: _Toc19695117]Return to Operations
Return to operation occurs when the servers recover.  In event there is some data loss, then once the data is available, we would restart the web site for impacted sites.  

10.4 Workforce completely remote, 30+% of staff ill)
	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110)

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Contintuiy Plan and procedures

	
	When suspending or restoring Services, coordinate with the Command Center   
Staff works remotely
Suspended/Reduced Services:  N/A






[bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc19695118]SERVICE MEASURES AND REPORTING
[bookmark: _Toc19695119]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
[bookmark: _Toc19695120]Service specific Measures and Reports

Not publicly available

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc19695121]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]The Central Web Hosting Service relies on internal parties to manage all hardware and software via their respective SLAs.  See Appendix B.

[bookmark: _Toc19695122]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Central Web HostingService Dependencies) in the document database entry for this service area Docb#4321.

[bookmark: _Toc19695123]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614
[bookmark: _Toc19695124]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above.

[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc19695125][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
This is an Enterprise level service with no special terms or conditions being negotiated to any individual or group of individuals.

[bookmark: _Toc401651877]
[bookmark: _Toc19695126]APPENDIX F: CENTRAL WEB SERVICE LINUX DESIGN



A Cluster consists of two (2) Virtual Servers, load-balanced by a Virtual IP (VIP) on the Big Iron F5 load balancer.  All user content, as well as all web server configurations, are stored upon the BlueArc file system.

[bookmark: _Toc255304212][bookmark: _Toc19695127]Appendix G: WordPress SaaS Design
[image: image.png]

The WordPress design takes two standard Central Web Hosting clusters and joins them at the load-balancer to use the same IP Address.  Traffic is split between the two Clusters by the IP number.  Non-FNAL managed IP ranges as well as the "Guest Wireless Network" go to the Public Zone.  All FNAL-managed IP ranges, excluding the "Guest Wireless Network", go to the Admin Zone.  See the WordPress SaaS Risk Assessment for further details
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