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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc22116291]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Service Desk Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc22116292]SERVICE AREA OVERVIEW

	Service Area:
	Service Desk

	Service Area Owner:
	Mark Kaletka

	 
	The Fermilab Service Desk provides associates, visitors and contractors a single point of contact for questions, technical incidents and service requests.

	 
	ISO20000 Certified

	 
	Support through the Fermilab Service Desk is available to all Fermilab employees, contractors and visitors. Requests for assistance are tracked in the Computing IT Service Management application. Access to ServiceNow is available to anyone with a Fermilab Services account and password. The item being requested, if not specifically covered in this SLA, may be governed by another Computing SLA. 
The Service Desk offers several different service offerings for customers and users to interact with the service: ServiceNow Self-Service, call-in support, walk-in support, and Service Desk email support. Users may use the Service Desk to report incidents ("Something is broken.") or make requests ("I need something.") 
Service Monitoring: Service is monitored via standard KPI's and metrics. Customer and Service Provider specific reports are available in ServiceNow with appropriate permissions. 
Service FAQs: In ServiceNow, see "Core Computing Services" "Service Desk". Also, "Service Desk How To" and "Service Desk Contact Info" links are available under ServiceNow Self-Service. 



	Service Offering
	Short Description
	Offered
	Owner

	ServiceNow - Standard
	• ServiceNow web application that enables Fermilab associates, contractors and visitors to search for knowledge, report incidents, make requests and get information without having to have support staff intervene.
• A Fermilab Services account is required to access the ServiceNow portal.

	Customer-facing
	Tammy Whited

	Service Desk email support
	• Email support for reporting incidents and making requests.

• The Service Desk can be reached at servicedesk@fnal.gov
	Customer-facing
	Mark Kaletka

	Call-in support
	• The Fermilab Service Desk provides call-in support for incidents and requests. 

• The Fermilab Service Desk can be reached at 1-630-840-2345.
	Customer-facing
	Mark Kaletka

	Walk-in support
	• The Fermilab Service Desk provides support to walk-in users by resolving/fulfilling/rerouting their incidents and/or requests. 

• Kiosk computers are located in the Service Desk area on the ground floor of Wilson Hall for walk-in use.
	Customer-facing
	Mark Kaletka

	 VIP Support
	 • The Fermilab Service Desk supports a small number of VIP users at an enhanced level. 

• VIP users' incidents are labeled accordingly to ensure the best possible response and resolution times based on the incident priority setting and available resources
	Customer-facing
	Mark Kaletka



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc22116293]SERVICE OFFERINGS
2.1 [bookmark: _Toc22116294]ServiceNow - Standard

	ServiceNow - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Service-Now Support

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  




2.2 [bookmark: _Toc22116295][bookmark: _Toc424229256][bookmark: _Toc424231655]Call-in Support

	Call-in support
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Service Desk

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



2.3 [bookmark: _Toc22116296]Service Desk email support 

	Service Desk email support
	 

	Other Information
	Important or time sensitive issues or requests should not be submitted via email.  The Service Desk monitors email as time permits and will enter a ticket on your behalf in Service-Now.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 24 hours

	Supported by
	Service Desk

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



2.4 [bookmark: _Toc22116297]Walk-in support 

	Walk-in support
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Service Desk

	Off hours support: 8to17by5   Critical Incidents allowed     ISO20000 Certified  



2.5 [bookmark: _Toc22116298] VIP Support

	 VIP Support
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Service Desk

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc22116299]  	SERVICE CAPACITY

[bookmark: _Toc22116300]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Since the Service Desk is the single point of contact for employees, contractors, users and visitors of the lab the capacity needs depend on the strategic directions of the lab and how they affect the numbers of people and their for questions, technical incidents and service requests.  Trending for these factors is part of the Computing planning and budgeting cycle and reflected in the Core IT Capacity Plan. 
3.2 [bookmark: _Toc22116301]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
This service area relies solely on technical infrastructure delivered by the external service provider, ServiceNow. Therefore, this service relies on the capacity management processes and plans of the service provider as defined in the underpinning contract.
In addition, staffing resources need to be considered for the capacity planning for this service. The staffing for this service is managed by a Managed Services Provider. The staffing level is reported and reviewed quarterly with the Service Owner, management, and the Supplier Manager.
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc22116302]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc22116303]Business Requirements
Providing a Service Desk function which all other Services can depend on and integrate into their processes is a basic requirement. 
In the annual budget process the business requirements are reviewed and aggregated so that the Service Desk area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc22116304]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.3 [bookmark: _Toc22116305]Service Charging Policy  

	ServiceNow - Standard
	no charge

	Call-in support
	no charge

	Service Desk email support
	no charge

	Walk-in support
	no charge

	 VIP Support
	no charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc22116306]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc22116307]Standard Requests

	Service Offering
	Catalog Item

	ServiceNow - Standard
	 New Catalog item

	
	Service Portal Content Update

	
	ServiceNow Assignment Group Membership Modification

	 
	ServiceNow "General Request" for items not otherwise in the Catalog.



6 [bookmark: _Toc22116308][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc22116309]Service Availability

	Service Availability and Targets
	 

	Service offering
	Availability

	ServiceNow - Standard
	99.90% Availability 24X7



Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.1.1 Service Now Self Service
· Maintenance Window – There is no scheduled maintenance window.  Maintenance will be communicated and approved ahead of time.
[image: ]
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6.2 [bookmark: _Toc426294734][bookmark: _Toc22116310]Service Desk Offering Priorities		
The priority of each service offering:
Walk-In Support: Customers who visit the Service Desk in person are highest priority and the goal is to resolve their issue on the initial visit if possible.
Call-In Support: Customers who call the Service Desk are handled as calls come in and the Service Desk is not engaged with walk in customers. Voicemails are checked every 2 hours and any call backs completed by end of business the day of the call. ServiceNow tickets will be opened to document all voicemails. End users should not use voicemail or email for high priority issues. They should visit the Service Desk, call us or open an incident in ServiceNow to get the fastest response.
ServiceNow - Standard: The Service Desk queue in ServiceNow is monitored and worked as tickets come in unless engaged with a Walk In or Phone customer. Tickets entered by users are prioritized and handled by type of ticket entered. The priority is as follows: Incidents, Incident Tasks, Requests, Request Tasks, and then all other ticket types.
Email Support: Email is checked every 3 hours and emails are handled in the order received. Same day response is not guaranteed. ServiceNow tickets will be opened to respond and document all emails.
6.3 [bookmark: _Toc22116311]Other Service Levels

7 [bookmark: _Toc22116312]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc22116313]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc22116314]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc22116315]Customer requests for Service Enhancements
See Core IT Services Foundation SLA.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc22116316]SERVICE LIFECYCLE
Plan: The Service Owner will plan service offerings in conjunction with stakeholders including customers, Computing management, Service Management and the managed service provider;
Purchase: The Service Owner will purchase services through the contract with the managed service provider;
Deploy: The Service Owner will work with stakeholders including customers, Computing management, Service Management and the managed service provider to effectively and efficiently deploy service offerings; 
Manage: The Service Owner manages service delivery at a high level, principally through monitoring of key Key Performance Indicators. The managed service provider is responsible for the day-to-day management of the Service Desk operations and service delivery. The Service Owner and the Supplier Manager are responsible for managing the contractual relationship with the manager service provider, including monitoring contractual SLA’s.
Retire/Replace: The Service Owner will work with stakeholders including customers, Computing management and Service Management to ensure a smooth transition in case of a change in managed service provider.

9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc22116317]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc22116318]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.2 [bookmark: _Toc22116319][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc22116320]CUSTOMER RESPONSIBILITIES
Customers agree to provide regular feedback on the services received to support continuous improvement of processes and services.
9.2.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc22116321]USER RESPONSIBILTIES
Users agree to follow the procedures put in place for the Service Desk service offerings, when requesting these services.
9.2.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc22116322]SERVICE OWNER
General responsibilities:
Service Owner agrees to provide the services described in this document in a prompt, professional and courteous manner.
10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc22116323]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Service Desk email support
	24 hours
	n/a

	Call-in support
	12 hours
	n/a

	Walk-in support
	12 hours
	n/a

	ServiceNow - Standard 
	12 hours
	n/a

	 VIP Support
	12 hours
	n/a




The plan below works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
10.1 [bookmark: _Toc426294744][bookmark: _Toc22116324]Strategy for initial recovery
Engage providers to implement a work around and to isolate the issue.  
· Relocate Service Desk personnel to an acceptable location to perform work.
· Work with managed service provider to reassign/get more staff as necessary.
10.2 [bookmark: _Toc426294745][bookmark: _Toc22116325]Overall recovery strategy
Operate the Service Desk contact channels remotely or in a degraded state.  Take corrective action so that normal operations can resume.
Service Continuity plan for this service area is also discussed under the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
10.3 [bookmark: _Toc426294746][bookmark: _Toc22116326]Recovery Scenarios
10.3.1 [bookmark: _Toc426294747][bookmark: _Toc22116327]Wilson Hall not available
· Contact managed service site manager.
· Work to relocated agents to an FCC conference room.
· Obtain loaner laptops located in the Service Desk area.
· Recover Service Desk channels which can be restored:  Self-Service/Routing, Email.
10.3.2 [bookmark: _Toc426294748][bookmark: _Toc22116328]Fermilab Campus not available
· Contact managed service site manager. Relocate agents to work from home.
· Use on-call laptop to operate in a severely degraded state.
10.3.3 [bookmark: _Toc426294749][bookmark: _Toc22116329]Service Desk agents not available
· Work with managed service site manager to reassign or obtain additional resources.
· Managed Service provider will take necessary steps to ensure enough staffing to meet commitments.
10.3.4 [bookmark: _Toc426294750][bookmark: _Toc22116330]ServiceNow not available
· In the event Service-Now is unavailable, service agents will revert to alternate processes.
· Service-Now offers a recovery plan for its customers:
· During a disaster of up to, and including, the complete loss of a datacenter, Service-Now will failover the entire datacenter to its mirrored geographic datacenter. 
· If a customer's infrastructure component fails, Service-Now will failover customer instances affected by the infrastructure failure to the mirrored geographic datacenter. 
· The availability commitments are documented in the Underpinning Contract for Service Now. 
10.3.5  Workforce completely remote, 30+% of staff ill)

	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   
Staff works remotely
Suspended/Reduced Services: N/A




11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc22116331]  SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc22116332]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc22116333]Service specific Measures and Reports

Examples of reports available in ServiceNow:

Service Area - Service Desk - Weekly Average Response to Incidents by Priority
Service Area - Service Desk - Weekly Average Response to Requests by Priority
Weekly Service Area - Service Desk -- Incident Volume with Current Status

Quarterly reports include contractual measures of SLA commitments and are reviewed by management, the Service Owner and the Supplier Manager:

https://fermipoint.fnal.gov/organization/cs/ccd/ManagedServices/Documents/Forms/Quarterly%20Reports.aspx?RootFolder=%2Forganization%2Fcs%2Fccd%2FManagedServices%2FDocuments%2FMeetings


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]


[bookmark: _Toc22116334]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]n/a
[bookmark: _Toc22116335]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Service Desk Service Dependencies) in the document database entry for this service area Docb#4591
[bookmark: _Toc22116336]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614
[bookmark: _Toc22116337]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above.

[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc22116338][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc255304212]N/A
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setting and available resources
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Walk-in support

«The Fermilab Service Desk provides
support to walk-in users by
resolving/fulflling/rerouting their
incidents and/or requests. - Kiosk
computers are located in the Service
Desk area on the ground floor of
Wilson Hall for walk-in use.

Commitments

¥ INC P1 Response - 1h 90% (F)
¥ INC P1 Resolution - 5h 90% (F) sL4
¥ INC P2 Response - 4h 90% (F) L4
¥ INC P2 Resolution - 24 90% (F) 5.4
¥ INC P3 Response - 8h 90% (F) 5L
¥ INC P3 Resolution - 4 90% (F) 5.4
¥ INC P4 Response - 8h 90% (F) 5L
¥ INC P4 Resolution - 7d 20% (F) 5.4
 RITM P1 Response - 1h 90% (F) si4
 RITM P2 Response - 4h 90% (F) sL4
¥ RITM P3 Response - 8h 20% (F) sL4
 RITM P4 Response - 8h 90% (F) si4
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Service Desk email support

« Email support for reporting
incidents and making requests. - The
Service Desk can be reached at
servicedesk@fnal.gov

Commitments
¥ INC P1 Response - 1h 90% (F)
¥ INC P1 Resolution - 5h 90% (F) sL4
¥ INC P2 Response - 4h 90% (F) L4

¥ INC P2 Resolution - 24 90% (F) 5.4
¥ INC P3 Response - 8h 90% (F) 5L

¥ INC P3 Resolution - 4 90% (F) 5.4
¥ INC P4 Response - 8h 90% (F) 5L

¥ INC P4 Resolution - 7d 20% (F) 5.4
 RITM P1 Response - 1h 90% (F) si4
 RITM P2 Response - 4h 90% (F) sL4
¥ RITM P3 Response - 8h 20% (F) sL4
 RITM P4 Response - 8h 90% (F) si4
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Standard
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Call-in Support
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down
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Walk-in Support

Critical High  Outage Degradation
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