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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc18500244]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Virtual Server Hosting Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc18500245]SERVICE AREA OVERVIEW

	Service Area:
	Virtual Server Hosting

	Service Area Owner:
	Michael Rosier

	 
	The Virtual Server Hosting Service provides hosting for virtual machines running Windows, Linux, or Solaris x86. The service is intended for customers wishing to provision new virtual machines, import virtual machines from other environments, and convert physical systems into virtual machines. As with most resources, there is a cost associated
The service provider manages the virtual infrastructure, leaving the administration of the virtual machines running in the environment to system administrators.  Currently, virtual machines are only provided to groups where two or more system administrators can be responsible for the management of a machine.  
The service requires virtual machine system administrators be connected to the site-network either by coming from a machine onsite or through the site VPN service.

	 
	ISO20000 Certified

	 
	The Virtual Server Hosting Service provides a centrally managed Infrastructure for hosting virtual machines hosting a variety of applications and services. Virtual machines are not provisioned to individuals that are not part of a recognized Fermilab Support Organization . In order to manage virtual machines, support organizations need systems that run Microsoft Windows, SLF/Red Hat Linux, or Mac operating systems. 
Fermilab Support Organizations are provided with access to VMware vCenter, through the vSphere Client (Windows-only) and/or the VMware vCenter Web Client. Authentication using a SERVICES Domain account is required. Information about the health and status of the virtual machines can be found using either client. The following URL refers to the Web Client: 
 https://cd-vcenter1.fnal.gov:9443/vsphere-client
• Service Monitoring: For a given virtual machine, click on the Summary tab to see the overall status of the machine, the guest OS details, VM hardware, and other related items. Click on the Monitor tab to see current and past tasks, events, performance, and alarms for the machine. 
• Service Owner contact information: Storage and Virtual Services Group members are listed at: 
https://fermipoint.fnal.gov/organization/cs/ccd/eso/Pages/contacts.aspx




	Service Offering
	Short Description
	Offered
	Owner

	Virtual Machine Hosting - Standard
	
In order to manage virtual machines, support organizations need systems that run Microsoft Windows, SLF/Red Hat Linux, or Mac operating systems.
Fermilab Support Organizations are provided with access to VMware vCenter, through the vSphere Client (Windows-only) and/or the VMware vCenter Web Client.  Information about the health and status of the virtual machines can be found using either client. [Web Client] (Log in with your SERVICES account.)
STANDARD OFFERING:  
•  Virtual Machines running Fermilab approved and supported Windows and Linux operating systems.
•  A robust physical architecture providing load-balancing, failover of physical servers, network switches and adapters, fibre channel switches, adapters, and storage.
•  OS Administrators will be granted 24x7 access to the vCenter client with basic rights to access their VM's console and power on/off their virtual machines.
•  LAN-less, image based backups and replication with image level and file level restores (covered 8x5 through Service Desk or 24x7 if arranged in advance).
•  Standard network based backups using TiBS.
•  Performance analysis for VM's and underlying storage and/or networking.
•  Consulting/Technical support for issues related to the VMware hypervisor or VMware Tools.
•  Interface to Backup/Storage & Networking services.
This service is not intended for:
•  System administration of guest operating systems.
•  Application support inside a guest OS not related to the VM support tools.

	Internal-only
	Michael Rosier

	 Virtaul Machine Hosting - Gold
	

 Includes all elements of the Standard Offering, plus:
•  Zero-downtime failover for critical VM's, utilizing the VMware Fault-tolerance feature (limited to VM's requiring 1-2 CPU's).
•  Off-site backup tape rotation capturing image-level and file-level backup jobs.
•  Virtual to physical machine conversion (V2P).
Requests for new enhancements can be entered via Service Desk ticket.
	Internal-only
	Michael Rosier



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc18500246]SERVICE OFFERINGS
2.1 [bookmark: _Toc18500247]Virtual Machine Hosting  - Standard


	Virtual Machine Hosting - Standard
	 

	Other Information
	For more information regarding the design, architecture,  service offerings, and metrics of the virtual infrastructure, please see: https://eso.fnal.gov/vsh/

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Virtual Services

	Off hours support: 8to17by5   Critical Incidents allowed    ISO20000 Certified   




2.2 [bookmark: _Toc424229256][bookmark: _Toc424231655][bookmark: _Toc18500248] Virtual Machine Hosting - Gold


	 Virtual Machine Hosting - Gold
	 

	Other Information
	Requests for new enhancements can be entered via Service Desk ticket.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Virtual Services

	Off hours support: 24by7   Critical Incidents allowed    ISO20000 Certified   



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc18500249]  	SERVICE CAPACITY

[bookmark: _Toc18500250]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Capacity and performance requirements are identified for major capacity issues, such as a new project requiring dozens of large virtual machines. Requirements are gathered from our primary customers along with trending information gathered from the health check scripts.  This information is reviewed during budget/planning exercises, or as projects is identified and approved.  

Also, each Service, whose business needs for Virtual Servers depend on this Service Area, is required to transmit those requirements to the Service owner as part of the budget process (*) and high level Capacity Plan process (*)  as numbers of servers, types or servers and performance requirements. The aggregation of these requirements and translation into Service Capacity and then Component Capacity is performed annually. 
3.2 [bookmark: _Toc18500251]Service and Component Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
This service has distinct technical infrastructure which is managed via the following metrics:
· CPU usage, memory usage, and storage 
· Quarterly reports are generated using metrics provided by the VMware vCenter management software.
· https://cd-vcenter1.fnal.gov 
· This reports current provisioned capacity, used capacity, and capacity remaining for CPU, memory, and storage.
· If more granular reporting is required -- 
· Health Check and Datastore reports can be generated ad-hoc.

If any of these measurements exceeds 90%, we would begin to recover resources from temp/test systems as well as notify management of the need for additional resources.  

Predicted requirements are reflected in the tactical plan and addressed during the budget planning period.

In addition, staffing resources need to be considered for the capacity planning for this service. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for IT Server Hosting available at:  TPLN0003171
Trending and predictive analysis is performed through a linear quarterly trend analysis based on historical data. 
New releases of operating systems or applications are studied in advance to determine whether additional storage, memory or disk space is required when compared to the current release.

3.3 [bookmark: _Toc18500252]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
This is covered in the Section 3.2 above.	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc18500253]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc18500254]Business Requirements
Almost all IT Services need some form of computer (server) with an installed operating system on which to run their databases, applications and web servers. The use of Virtual Machines has increasingly become a highly cost effective and agile way of not only provisioning those servers, but also managing them.  The Virtual Server hosting service is also able to support the availability requirements of other services, providing redundancy and high availability solutions as needed. 
In the annual budget process the business requirements are reviewed and aggregated so that the Virtual Server Hosting area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc18500255]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.3 [bookmark: _Toc18500256]Service Charging Policy

	Virtual Machine Hosting - Standard
	Costs for the standard service can be found at the following URL:  https://eso.fnal.gov/vsh/vmcost/

	 Virtual Machine Hosting - Gold
	Negotiated




5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc18500257]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc18500258]Standard Requests

	[bookmark: _Toc331150573]Service Offering
	Catalog Item

	Virtual Machine Hosting
	General Request (Create new VM, add resources to a VM, modify a VM)



RESOLUTION Objective
	Task
	Objective

	Provision new VM
	8 business hours (once negotiations are complete and capacity or other requested resources are available for provisioningin the VM environment)

	Modify/Upgrade existing VM
	8 business hours (once negotiations are complete and capacity or other requested resources are available)

	Perform clone/backup of a VM
	Effort to start job in 4 business hours (once negotiations are complete and capacity or other requested recourses are available for provisioning in the VM environment). Actual time to complete job will depend on size of data and contention for resources. 

	Recover/Restore VM (file or image-level)
	Effort to start job in 4 business hours. Actual time to complete job will depend on size of data and contention for resources.

	Migrate VM (P2V or V2P)
	Effort to start job in 8 business hours (once negotiations are complete and capacity or other requested resources are  available)



6 [bookmark: _Toc18500259][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.


[image: ]
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc18500260]Service Availability
Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.1.1 [bookmark: _Toc18500261]Virtual Machine Hosting
We do not publish a maintenance window because we do not require an outage to any of the virtual machines during common activities such as patching, upgrades, debugging, or firmware updates.  Our virtual infrastructure management server (cd-vcenter1) is patched when updates are available from VMware, however the vendor does not publish a fixed date.  There is no outage to virtual machines expected during this patching. 
[image: ]
[image: ]

6.2 [bookmark: _Toc18500262]Other Service Levels

7 [bookmark: _Toc18500263]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc18500264]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc18500265]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.
If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.

7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc18500266]Customer requests for Service Enhancements
Service enhancements are Customer requests for planned changes in service, for example, providing self-provisioning of virtual machines. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service managers will respond to requests for service enhancements received with appropriate advance notice within 7 business days. This time is needed to discuss issues regarding power, cooling, support, security, and budget to determine if the enhancement request is possible.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc18500267]SERVICE LIFECYCLE

Plan
The Service Owner, along with the customer, will help plan and, if necessary, requisition the proper hardware/software required to meet the customer’s needs. Any equipment will be fully managed by the service provider. Any software (i.e. VMware Tools) required to run on the customer’s virtual machines will be managed jointly between the Service owner and the customer.

Purchase
The Service Owner will create the purchase requisition orders along with the required documentation.  This will occur as needed in order to maintain consistent performance, and meet the resource demands of the Virtual Machines. Physical hosts will be sized based on the average resource requirements of the Virtual Machines running on the Virtual Infrastructure. S/He will coordinate with the Building Facilities Managers to ensure that adequate floor space, power and cooling are available for the equipment.  S/He will coordinate with procurement, receiving, PREP and the vendor to ensure the proper installation of the equipment into the Fermilab Datacenter(s).

Deploy
Virtual Machine and Storage resources will be deployed in accordance to the plan developed initially between the Service Owner and the customer.  The Service Owner and customer may negotiate.

Manage
The Service owner will manage and maintain the Virtual Server Hosting service systems including the virtual infrastructure management server, host servers (running hypervisor), and monitoring systems. The Service owner will provide yearly costs for each customer to help them in the budgeting process. 
Due to the portability of Virtual Machines, migration to new physical hardware should not be an issue the customer needs to be concerned with. Wherever possible, the Service owner will perform upgrades to its physical infrastructure (i.e. physical hosts, storage, networking, etc.) without interruption of service.

The customer should only need to be involved in Lifecycle Management for their VM when the guest OS is no longer supported.  At that time, the Service owner, along with the customer will help plan the migration of applications and services to a new Virtual Machine, running a supported OS. Any downtime required for the transition will be organized with the users, by the customer.

Retire/Replace
Hardware will be replaced by the Service owners as part of a normal hardware lifecycle. Any conversions required due to such retirements, for example, migrating virtual machines from one storage array to another or one host server to another, will be the responsibility of the Service owner.
Software replacements/updates will be provided by the Service owner as part of normal software updates or bug fixes. The Service owner, can, with the permission of the customer, update any client software versions that have been installed on the customer’s virtual machines. 
Any costs associated with hardware replacements, conversions, software upgrades/fixes have already been rolled into the costing model for this service. There should be  no additional charges for these replacements if the funding needs from both the customer (based on the cost model) and service provider are being met. 
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc18500268]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc18500269]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
9.2 [bookmark: _Toc18500270][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc18500271]CUSTOMER RESPONSIBILITIES
The Customer agrees to:
· Provide funding for the services acquired as per the costing model.
· Convey pertinent information to the users about the content of this service agreement.
· Participate in OLA reviews.
· Provide representation for Continual Service Improvement (CSIP) activities. CSIP activities can be triggered in the event of an OLA breach or as part of normal Service Owner/Customer meetings. During this time, the customer and Service Owner can discuss what services are working well, which are not, and come up with suggestions as to what areas need improvements.  During this time, the Service Owner may also discuss with the customer upcoming Service improvements/changes/additions and poll the Customer for an opinion regarding these topics.
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.  
· Provide a single email (preferably a mailing list) which the Service owner may use to communicate any planned downtime or outages.
· Provide funding for any OS/OS Maintenance that is not included in the base VM costs. (i.e. Red Hat Enterprise, etc.)

9.2.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc18500272]USER RESPONSIBILTIES
For clarity, the user is defined as System Administrators (Server Administrators) working for the various service owners (the customers).
The user agrees to:
Addition/Maintenance of Guest Tools
· Install/update the recommended version of the VMware Tools per client instructions: 
· For Linux:  Use the vSphere client
· For Windows: Use the vSphere client
· Open a service desk ticket for technical assistance from the Service owner if necessary
Daily Operations
· Be accountable/responsible for all activity on their virtual machines and to notify the Service provider if these activities will cause a failure to perform the service. For example:
· System is shutdown
· System is being replaced/renamed
· System is currently under a multi-day maintenance period
· Monitor the health of the guest tools on each virtual machine to ensure the tools are functioning properly.  This can be viewed using the vSphere Web Client:  https://cd-vcenter1.fnal.gov:9443/vsphere-client (select the “VMs and Templates” icon)
· Work with their customers to determine virtual machine performance and sizing requirements and convey this information back to the Service owner via service desk ticket if adjustments are required.
· Be responsible for working with their customers should the Service provider notify the user that the activities on the virtual machine are detrimental to the Service. Examples include but are not limited to:
· High, sustained system resource consumption related to applications not identified during the deployment phase of the virtual machine.
· Relocation of key data files causing the restoration of that data to be useless (i.e. move Oracle DB files to partitions backed up without quiescing enabled)
· Negative behavior inside a VM caused by an application upgrade, or other modification that would change the behavior of an application. 
· Be responsible for working with the Service provider should any guest OS maintenance activities be found to be detrimental to the Service.  Examples included but are not limited to:
· Disk defrag job running at the same time as virtual machine backup job, causing backups to fail. 
· Multiple Antivirus, WSUS, or other scan tools running simultaneously on all VM’s causing high latency/utilization on a storage array. 
· Deployment of untested management scripts or tools causing sudden negative changes in performance on a large number of virtual machines. 
Other Operational Responsibilities
· Convey any virtual machine changes which may require  modifications to the configuration of the virtual machine.  Examples Include:
· Changing the role of a virtual machine from one service level to another, such as going from being a DEV box to a Production box
· Installation of an unsupported OS on a virtual machine (i.e. prior to when the guest OS is supported on the hypervisor)
· Application or OS upgrades requiring changes to the backup schedule of a virtual machine
· When reporting an incident, the user must be available to work with the Service providers to troubleshoot and resolve the incident.  Any work/changes required on the user’s virtual machine should be performed by the user.
· When sizing an existing or new virtual machine, the user must be willing to work with their customers and the Service provider to negotiate the optimal resource allocation for the Fermilab environment, not for a much larger or different environment.

9.2.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc18500273]SERVICE OWNER
General responsibilities:
· Provide the services described in section 2.
· Review daily logs and metrics to ensure the environment is performing optimally.
Note: If issues exist within the virtual infrastructure (management server, host servers, or monitoring servers), the Service provider will work to diagnose and resolve the situation and notify the customer and users affected.  The Service provider should give specific details, provide an impact statement, the resolution, and inform the user of any tasks required to be executed by the user or their customers. 
If it is determined by the Service provider that the issue appears to be with a virtual machine managed by the user, a service desk ticket will be opened, providing any information the Service provider may have that may help the user identify and correct the issue inside their virtual machine.   
· Provide adequate capacity to maintain the Service.  
· Monitor the virtual infrastructure (management server, host server, storage, virtual networks, virtual machine backups, virtual machines).
· Upgrade virtual infrastructure as necessary as part of lifecycle management or in response to bug fixes.
· Recover/restore virtual machines, either at the image-level or file-level. 
· Meet response times associated with the priority assigned to Customer issues as outlined in section 6.2.
· Maintain appropriately trained staff.
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc18500274]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives
	 

	Service offering
	RTO
	RPO

	Virtual Machine Hosting – Standard
	4 hours
	<4 hours

	 Virtual Machine Hosting – Gold
	4 hours
	<4 hours




10.1 [bookmark: _Toc465103242][bookmark: _Toc465242039][bookmark: _Toc465331494][bookmark: _Toc18500275]Recovery Strategy
The cluster of virtual host servers is distributed between FCC2 and FCC3.  The virtual machines in the environment are then distributed among the host servers to achieve optimal resource utilization throughout the cluster.  Virtual machines can move from one host server to another, including between datacenters.  
Because of the high cost of storage, virtual machines exist on just one storage array at a time.  For high profile machines, a clone/replica can be generated at regular intervals.  The cloned machine can be stored on a different storage array than the original, removing the array as a single point of failure.
Virtual Infrastructure High-Level Recovery Strategy
1. Verify infrastructure is available.  This includes facilities (power, cooling), SAN and NAS storage, networking (DNS, DHCP, firewalls, routers, switches), authentication services.  
2. Restore environment (host servers, central management server) to provide the infrastructure required to manage and host virtual machines. 
3. Verify environment readiness. 
a. Connectivity/Login to vCenter.
b. Verify hosts are available via vCenter (hosts and clusters tab).
4. Coordinate virtual machine startup with customers.
10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc18500276]Initial recovery strategy
Assess infrastructure readiness for the virtual environment and review situation with recovery team.
[bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc18500277]10.1.2  Overall recovery strategy
· If the FCC3 datacenter is lost, all VM’s that were important enough to replicate to FCC2 would be started.  All VM’s with storage hosted on FCC2 should still remain up.
· If the FCC2 datacenter is lost, all VM’s that were important enough to replicate to FCC3 would be started.   All VM’s with storage hosted on FCC3 should still remain up.
· If all of FCC is lost, build from scratch. 
10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc18500278]Recovery Scenarios
[bookmark: _Toc18500279]Building not accessible (Data Center Available)
Document checklist/plan
· Verify Site VPN is available.
· Verify DRAC/iLO network is available. 
· Refer to Virtual Infrastructure High-Level Recovery Strategy, then execute the startup procedure found in:  https://fermipoint.fnal.gov/organization/cs/ccd/eso/Shared%20Documents/Procedures/VS-shutdown-startup.docx

[bookmark: _Toc18500280]Data Center Failure (Building Accessible)
Document checklist/plan
· Refer to the “Virtual Infrastructure High-Level Recovery Strategy” steps on the previous page. 

[bookmark: _Toc18500281]Building not accessible and Data Center Failure
Document checklist/plan
· No alternative datacenter recovery sites have been defined.  If just one datacenter (FCC2 or FCC3) has failed, refer to the “Overall recovery strategy” section.
· A select number of business and financial systems have been identified as part of a disaster recovery plan hosted at Argonne data center (Building 221).

[bookmark: _Toc18500282]Critical recovery team not available
Document checklist/plan
· Call VMware support for software assistance.  
· Call HP support for hardware assistance.

10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc18500283]Return to Operations
· Recover old environment
· Migrate VM’s
· Migrate Storage.
10.4  Workforce completely remote, 30+% of staff ill)
	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110)

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Contintuiy Plan and procedures

	
	When suspending or restoring Services, coordinate with the Command Center.   
Run hardware at full capacity
Staff works remotely, except for the following activities:
     o Component swaps (drives, controllers, power supplies, etc.)
     o Troubleshooting SAN or network connectivity
Suspended/Reduced Services:  New VM’s may take longer to deploy depending on the state dependent services





11 [bookmark: _Toc465671483][bookmark: _Toc465674511][bookmark: _Toc465671484][bookmark: _Toc465674512][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc18500284] SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc18500285]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc18500286]Service specific Measures and Reports

The Service Offering dashboard for Virtual Server Hosting is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Weekly reports showing current capacity and next bottleneck will be  presented  during the CS operations meetings when necessary.

Quarterly reports are generated using metrics provided by the VMware vCenter management software:  https://cd-vcenter1.fnal.gov

DRS (Distributed Resource Scheduler) feature distributes resources in the cluster in an automated fashion and can be further tuned to accommodate special cases.  

The following table summarizes the reports available – future updated versions of these reports will be found in the DocDB entry listed below.

 
	Document Name and Version
	Description
	Location

	CCD FY19 1st Quarter Report
•FY19-Q1-ESO-Report.docx
	Quarterly Report for CCD shows capacity Report for Virtual Server Hosting.
	DocDB 6724 
(https://cd-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=6724)


		Version: Error! Unknown document property name. Error! Unknown document property name.
Computing Service Catalog Document
 CS-doc-4612
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[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]
[bookmark: _Toc18500287][bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
Virtual Machines running Fermilab approved and supported Windows, Linux and Solaris X86 operating systems as well as vendor-delivered appliances certified for VMware vSphere.


[bookmark: _Toc18500288]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Virtual Server Hosting Service Dependencies) in the document database entry for this service area Docb#4612

[bookmark: _Toc18500289]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614
[bookmark: _Toc18500290]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 


[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc18500291][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
No terms and conditions have been negotiated for any customers.

[bookmark: _Toc255304212]
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