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Service: Scientific Data Storage and Access 		
Service Owner:	Gene Oleynik	
Review Date:	10-24-2013
SLA/OLA Reference (DocDB):  CS-doc-5032

Service offerings:
dCache
enstore

Availability Management:
1. What are the underpinning services that this service depends upon? (For example, Network or Authentication.) Are these documented in the SLA/OLA for this service?
a. Facilities – no SLA/OLA
b. Network – documented standard SLA
c. Authentication – documented standard SLA
d. FEF (system and hardware management and procurement for dCache: CS-doc-5249 
e. [bookmark: _GoBack]Dell Managed Services for tape handling (loading/unloading/write protection tab flipping) – No SLA/OLA  yet
f. Underpinning vendors:
i. Oracle
ii. HPC computing
iii. Nexsan
iv. Various server vendors

These are documented in SLA in CS-doc-5032


g. Do you have a contact person documented for each underpinning service? 
i. Yes. On the SSDA administrative web page:  http://www-enstore.fnal.gov/isa_info.html#underpin

2. How is availability defined for the service and each service offering? Are the criteria documented?  
         The availability is documented in the SLA ass 99% availability, on average, against scheduled outages for all service offerings. Support is 24x7 on server (service components), 8x5 on tape movers (drives) and disk pools.

a. Are these metrics being monitored and reported at the weekly CS Operations Meeting?
Yes. We report the hours of outage per service instance and provide an availability chart

3. What is the target availability for the service (defined in terms of the time available divided by the time promised)? Is this documented in the SLA/OLA? 
The availability is documented in the SLA as 99% availability against scheduled outages.

4. Do the SLAs, OLAs or contracts of the underpinning services support the target availability?

a. If not, what steps have been taken to insure the required availability of your service?

Our availability is for unscheduled downtime and the underpinning services support this (99% or 7 hours per month of scheduled downtime).  The vendor contract for the tape library is 24x7, we respond to server issues 24x7 but some servers are not on 24x7 maintenance and we can triage. Networking, authentication and facilities all provide 24x7 support for their services but do not provide an availability target. This has typically not been an issue since there are generators and some level of network redundancy, but there has been some prolonged unplanned outages of the underpinning services that have affected the availability of SDSA, as well as other services,  SLA availability targets.

5. Does the service have single points of failure? Has the probability of common failure of underpinning services been examined?

There are several single points of failure in each offering and instance. The applications servers (excluding data mover computers) and raid arrays are single points of failure.  However, for Enstore, we can manually relocate service application components to a different server. 

Underpinning single points of failure are facilities power and cooling (though there are generators on some equipment, generators have to be rolled in for others), networking switches and infrastructure, and authentication services. Each complex of libraries is managed through an ACSLS machine maintained by the vendor 24x7, and this is a single point of failure for the complex. 

6. Does your service have maintenance windows? Is the service available during maintenance? If not, how much downtime is expected to result from routine maintenance? Is this documented in the SLA/OLA for this service?

Yes there are regular maintenance intervals. Once per month per instance at less than 7 hours on average each.

7. Has a system architecture document been created that can be referenced?

Yes.  Docdb CS-doc-5217









Risks (to be filled out by the Availability Manager in consultation with Service Owner):
1. There are single points of failure in each instance of the service offerings.

Recommendations (to be filled out by the Availability Manager):
1. I recommend that the service owner’s investigate the cost and efficacy of using the vendor’s HA solution to make the 3 ACSLS machine part of a HA solution for all of the library complexes. The system owner notes that the HA solution provided by the vendor has received mixed reviews from other customers in the past.
2. It is recommended as an improvement that the underpinning contract with DELL managed services be amended to formally include tape handling. This service is currently being performed by Dell Managed services according to documented specifications with no issue and, in a pinch, Data Movement and Storage staff can perform these functions. 

Decisions (to be filled out by the Service Owner, Availability Manager and the Service Manager):
1. 
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