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The purpose of this document is to consider, analyze and record risks to the delivery or operation of services.  This analysis is to be done annually, or more frequently if there are potentially significant changes in business, technical, regulatory, security or financial conditions.  
The Service Area owner shall consider risks to meeting Service Level Commitments.  Consider whether the dependencies on other services and underpinning contracts pose new risks. 
1. Lab and Customer environment

2. Availability and Continuity

The tape storage software we use is developed in-house, with a couple of developers, some of which will be nearing retirement age. We also just recently had tape storage software developer leave the department and will start looking for a replacement. 
As noioted in previous versions of this document as a risk, we depend on a single hardware vendor, Oracle StorageTek, for our tape storage hardware. We have used their proprietary Enterprise tape drives because of their performance and high density capacity capabilities. This year, Oracle abruptly ended their line of Enterprise tape drives for market and financial reasons. They dropped the T10000E drive around 6 months before it was to be launched. They claim they will support the current Enterprise drives we have for a long time (they say they have enough parts to sell the current Enterprise D drives for 3 more years), but the maintenance may increase significantly (they just recently decided to increase the maintenance by 15% for drives purchased 5 years or more ago). Oracle StorageTek will at some point only manufacturer tape libraries and support IBM LTO drives. It is risky to rely on this single vendor in my opinion. 
Experiments (not including CMS) have projected they need a total of 48 PB of tape storage in FY18 (prior to the President’s budget request, which calls for  reducing  the accelerator running time in FY18).  This is almost 3x what is being written in FY17, and includes new experiments such as ICARUS and ProtoDune. There will also be an associated increase in demand for more disk capacity. 
At some point we have to move off of the Oracle T10000C and T10000D technology we are currently using. The T2 media is more expensive, the maintenance is increasing, and each byte of data we write on this media, we will have to migrate to a different technology and media. We already have over 100 Petabytes of data on tape which will take 15 tape drive-years to migrate.  Continuing to write T2 media without a successor, higher capacity, T10000E drive would put us in a very difficult position. 
To summarize, the projected capacity needs combined with the FY18 budget and Oracle ending development on their Enterprise line of tape drives may lead us to scenarios that are very risky for the long term (continuing to use the drives we have for instance). Alternatives of purchasing LTO8 drives for Oracle libraries (still basically single vendor), purchasing an IBM or Spectralogic tape library with IBM LTO8 or TS1155 tape drives may  be difficult with budget constraints. 
3. Capacity
Section 2. above applies to capacity as well. 

4. Incident and Request Response and Resolution

5. Security

6. Financial or Contractual

Recommendations:
We have been working with Oracle and other tape hardware vendors to get pricing in order to see what may be possible in FY17-FY19. 
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