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Fermilab Frontier Roadmap

Energy

LHC ) LHC Upgrades
Frontier

Tevatron & LHC )

Discovers new particles and
directly probes the architecture of the
fundamental forces using high-energy colliders

Future
Colliders

Intensity | Booster & S

- . ) Main Injector ) Project X
Frontier ; Main Injector Upgrades

Explores new physics in unprecedented Neutrino
breadth and detail using intense beams Factory
of neutrinos, muons, kaons and nuclei

Cosmic b
Frontier ark Matter & Dark Ener 9y Experiments

Reveals the nature of dark matter and dark energy using particles and light from the cosmos
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Diverse program of experiments
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Fermilab Experiment Schedule

FY10 FY11l FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19 FY20 FY21 FY22 FY23

<> measurementS at all Physics: Particle Experiments Operations (future expts with CD-0 or higher level approval)  |Data continues
frontiers -Electroweak Intensity Frontier S

physics, neutrino vinowa
oscillations, muon g-2, dark el B
energy, dark matter vMINoS

v: MiniBooNE

Not included are the ORKA kaon experiment which received the Stage 1 approval from Fermilab, and experiment:
such as nuSTORM, proton EDM and neutron-antineutron oscillation experiments which are currently developing
proposals with the encouragement of Fermilab Physics Advisory Committee.

pu: Muon g-2

* 8 major experimentsin3 - —
nergy Frontier LHC (14 TeV, Lum upgrade): CM
frontiers running i (14 Tevy: S
simultaneously in 2016 HC 8 TV s

Tevatron: CDF/DO

Cosmic Frontier DE: LSST

4 Sharing bOth beam and Dark EnergyMS DESI SR
Computing resources S —— Dark Matter: Generation 2

Dark Matter: Generation 1

* impressive breadth of
experiments at FNAL
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Fermilab Experiment Schedule

FY16

FY10 FY11l FY12 FY13 FY1i4 FY1 = Y17 FY18 FY19 FY20 FY21 FY22 FY23
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* measurements at all Physics: Particle Experiments [Tl wmrwsirpnreswmrmp——";
frontiers -Electroweak intensity Frontier -
physics, neutrino - porre
oscillations, muon g-2, dar T
energy, dark matter mr

v: MiniBooNE
Not included are the ORKA kaon experiment wllich receifid the Stage 1 approval from Fermilab, and experiment:
such as nuSTORM, proton EDM and neutron-afineutron@scillation experiments which are currently developing

proposals with the encouragement of FermilalPhysics ARvisory Committee.

* 8 major experimentsin3 - —
nergy Frontier LHC (14 TeV, Lum upgrade): CM
frontiers running s ——
simultaneously in 2016 HC 8 TV s

Tevatron: CDF/DO

Cosmic Frontier DE: LSST

4 Sharing bOth beam and Dark EnergyMS DESI SR
computing resources e T

* impressive breadth of
experiments at FNAL
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Computing’s role in the success
ol experiments

* put simply....




Computing requirements for
experiments

Fermilab Scientific Computing Review

« higher intensity and higher precision

Allocation Average Utilization
measurements are driving request for more (slots) =
computing resources than previous “small” Siots_Slos
experiments ArgoNeuT 200 75 1712 Nochange 0 No change
CDF 5400+800 2056 5746 -600 0 -990
+  beam simulations to optimize experiments _ Cms 7014 7018 8128 Assume will manage resources
make every parti Cle count DO 5900+1200 5635 8691 -1940 0 -2000
Muon g-2 200 9 195 No change +247 No change
. ) \ LBNE 500 30 1202 +50 0 ?
* detector design studies - cost effectiveness | . 1295 )1 TR Eyre— o pap—
and sensitivity projections MARS/g-2/LBNE/Mu2e 25/200/200/800 requests) requests)
MicroBooNE 200 39 597 No change 0 +100
+ higher bandwidth DAQ and greater detector " - 800 067 e s +900
o MiniBooNE 500 0 0 Not part of this process
granularity e
Minos 1200 294 2427  Nochange 0 No change
Mu2e 500 597 2491 +500 +705 +500
* event generation and detector response Nova 800 410 1799 +200 +705 +500
simulation General IF +527
Total Requested 25339 17042 -1290 +2889 -1390
* reconstruction and analysis algorithms Total Available 24000 -2500 -3000
L]
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availlable onsite resources

FermiGrid - Overall Total/Busy/Free Slots - Today

* victim of our own success 20l
25k jobs
* allowed smaller experiments to develop N e i — o : "
computing architectures focused on local o FermiGrid
resources .
* now a need to reintegrate old architectures o

iI‘ltO a diStributed Computing model ooo:o‘o‘ 02:06‘ cin:oo. Cj)6:00 58:00 10: oﬁ 12:olo. 14:00 16:00 18:00 20:00 22:00
O busy M idle [J unavailable M waiting [l held WM running [ effective

3 . . Count of Running Jobs by VO
+  >25000 Open Science Grid slots on-site 1 Weeks from 2013-10-11 21:53 to 2013-10-13 21:53

140,000

*  ~5000 slots for new smaller experiments

100,000

+  off-site resources will be needed to meet
needs for experiments

80,000

Running Jobs

60,000

* using OSG model for processing provides o
an opportunity for universities and )
laboratories to Contribute resources to 01:00 05:00 09:00 13:00 17:00 le.l:_ll:ne 01:00 05:00 09:00 13:00 17:00 21:00
experiments remotely e o s msors s o
M dzero [dosar M fermilab B mis I auger

[] nova
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transition to OSG important for
smaller experiments

* Most experiments are relatively small * need to both inform the experiments
(~20-300 researchers) and gather requirements from them
* unlike Tevatron or LHC experiments * what resources are available?
do not have the person-power resources
to develop large scale computing * how do you get a job onto the OSG?
infrastructure

* what storage elements are available?
* architecting and implemented unique
computing infrastructure too great of a * how does it all fit together?
burden

* FIFE is presenting an integrated

* Fermilab SCD’s goal is to provide tools solution based on new architecture
that are easily integrated to meet the

needs of smaller experiments, flexible
enough to meet needs and OSG focused
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Fabrle for Frontier

Experiments (F1FE)

Job i
YWl
Physics | Submission . Output Im
task Gl'ld JObS Files | S
Data DB
Happy Handling Applications

Physicist

Databases (calib/

conditions, ...)

Adam Lyon

* provide infrastructure to experiments that get them to computing
resources while focusing on their science

+ utilize previous solutions and integrate together into seamless model
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FIFE Strategy

address all of the computing needs for
experiments

modular enough so that experiments can
take what they need

well enough designed so that while
underlying solution may change,
interface will be consistent

provide mechanism for feedback from
experiments to incorporate their tools
and solutions

help experiments utilize computing
beyond the Fermilab campus

integrate new tools and resources from
outside Fermilab and other communities
as they develop

DAQ

Permanent Storage
Storage 9

File Library

File Transfer
Service

generic offline
workflow

job
submission

Code
Distribtuion

Interactive
Nodes
(larrandgpvmO1)

Distributed Computing

Software
Infrastructure

OnSite
Storage

OffSite
Storage
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current F1FE implementations

« Software Framework - art has support of other
services native

+  build environment and distribution - :
DAQ File Transfer

« git, svn, gmake, cmake and distribution with
CVMEFS - Andrew Norman’s talk

Permanent Storage
File Library

generic offline
workflow

job
submission

Code
Distribtuion

* build machine in development

+ data handling - access to file catalog, tape storage,
cache disk, and file transfer eractve

Nodes
(larrandgpvmO1)

Distributed Computing

+ database infrastructure and access

Software
Infrastructure

* shared software (LArSoft for Liquid Argon TPC reco)

OnSite
Storage

OffSite
Storage

+ additional infrastructure - authentication, electronic
control log, new user accounts
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art framework

HEP Framework

well defined coding environment,

designed to encourage best practices for paTH|  [Fileinput Source) PATH2
algorithm development [Fier Module AT [Filer Module A2
integrated data handling tools [Reco Modle X
Current [Reco Module Y
Event
multiple path, provenance and metadata [ [Reco Module T Reco Module S

generation Analysis Module U
Analysis Module V

integration with generators, ROOT,

Data Model [File Ouput Stream Al Ouput Stream B
Geant4 Modules and Workflow

1 |

active development with stakeholders » :
onfiguration

integrated into the software environment + talk by Adam Lyon
of ArgoNeuT, g-2, u2e, LBNE,
MicroBooNE, NOvA, DarkSide-50

Calibration

' '

Services

o




build and code distribution

<

*  nightly build of experiment software important - multiple interface with CVMFS servers for code distribution
flavors, debug/opt/prof, OSs
*  utilize relocatable UPS to distribute software and
* hardware and build configuration can have dramatic dependent packages
impact on build times - local disk and multithreaded
*  LArSoft transitioning to product distribution and CVMFS

*  construct dedicated hardware with VM with scheduled

build times for each experiment *  OASIS server on the Open Science Grid
*  considering integrating support for OS X * move away from the central disk servers using NFS
fifebuild )ﬁ
=P nightly CVMFS

repository RIS Stratum-0
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job submission tools

* where most of the heavy lifting for * focus on maintaining a consistent
the experiments is being done interface for the user, while
potentially modifying the
* transition to a new client-server underlying solution

submission system
+ utilize GlideinWMS (both FNAL and

* enable user code distribution OSG factories) to access resource on-
through tarballs site and opportunistic off-site

+ automatically interface with SAM, * integrate new sites and resources
ifdhc, and OASIS quickly in an optimized manner

+ generate DAG and workflows * currently used by 10 experiments
through dagNabbit.py

* poster by Dennis Box
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Data Handling

* addressing the problem through three * ]F Data Handling Client - unified package
major services- file catalog, storage of file transfer tools for grid jobs
elements, and transfer clients
* SRM, gridftp, xrootd interfaces
* SAMWeb project-Robert Illingworth talk
* handle SAMGrid projects
* file catalog based on metadata and file
location * focus on new dCache storage elements

Tape @ FNAL

+  web access to remove need for client |

* integrated with transfers to permanent
storage

wess SAM transfer

—— Our last mile

srmep, gridftp, cp,
xrootd?

* storage element - transition away from
NFS mounted storage to dCache

implementation ote m—
* talk by Adam Lyon
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Integration successes so far

Hours Spent on Jobs By Site and VO
15 Days from 2013-09-20 to 2013-10-04
T T T T

25K CPU Hours

* NOVA experiment has successfully
moved MC Generation to OSG

* integrated 6 sites into operations
UNebraska, Southern Methodist
University, Wisconsin, UCSD.

* more th an 10k jObS prO cesse d EE%“L&”EEEGUCK] B (UCSors . o) B (Sandni oy B (UCSoTac movas
producing more than 1M simulated O A
events
* using same submission command
* Monitoring is an important part of from user perspective, launched
assuring success of resource jobs “on-demand” at FermiCloud
utilization to provide proof-of-principle for

Cloud bursting grid jobs
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Plans for improvements

+ FIFE architecture is currently undergoing re-evaluation and re-
architecture process

* job submission infrastructure modity to client-server model
* local storage element making transition to shared dCache pools

* data handling project continues to integrate new resources without
any change in user interface

* starting new integration push for several experiments in both the
Intensity Frontier and Cosmic Frontier
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Conclusions

+ Fermilab physics program is extremely active at all three frontiers

* large scale computing needs for new “small” experiments encourages
centralized services designed to ease integration to OSG and new
resources

+ FIFE project has developed a strategy and architecture to achieve this
+ currently integrated OSG processing into the NOvA experiment
+ from lessons learned from NOvVA, working with other experiments

+ looking forward to bring more resources and techniques to enable
increased scientific output from frontier experiments
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Conclusions
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backup slides
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SAM Grid Diagram

SAM-Grid Architecture
o> e EERERWLELEN Honiorngand iniormation g

!
----------------l | R pp—— Datal-landﬁng e - -

: Principal Component | Implementation or Library

------d
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GhdeinWMS

+ Decided to try and reduce the number of GlideinWMS factories being
maintained on site

# reduce from the current 8 factories to one service (2 redundant factories)

# also transition to use OSG factory to submit Glideins to offsite
computing elements

+ configure the new factory service, then transition all of the frontends
one at a time to new factory

+ also configure the onsite factory to be able to submit offsite, taking
configuration from OSG factory and importing
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