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PREAMBLE

This is a Fermilab internal memorandum of understanding between the Fermilab Computing Sector (CS) and The DarkSide-50 Experiment Collaboration (DarkSide-50). 

The memorandum is intended to describe the roles and responsibilities of the Fermilab Computing Sector (CS) in developing, commissioning and supporting the computing and data acquisition operations of the DarkSide-50 experiment. Where relevant to the fulfillment of CS responsibilities, the responsibilities of the DarkSide-50 experiment are also identified. This MOU is based upon requirements agreed upon at the time of writing. 

The MOU will be valid until revised. It will be reviewed each year (typically in May) and amended as requirements change.  DarkSide-50 will work through its liaisons to ensure that the annual needs of the experiment are included in the Computing Sector budget and resource plans
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1 Introduction

This Fermilab internal MOU describes the responsibilities of and interfaces between the Computing Sector and DarkSide-50 in developing, installing, commissioning, supporting and operating components of the experiment computing systems – including Data Acquisition (DAQ), offline, software, hardware and networking. 

DarkSide-50 (Fermilab E-1000) is a search for Dark Matter using a target of liquid argon in a two-phase Time Projection Chamber (TPC). The DarkSide-50 detector is located in the Laboratori Nazionali del Gran Sasso (LNGS) of the Italian Istituto Nazionale di Fisica Nucleare (INFN). The DarkSide-50 TPC data acquisition system
 is a collaborative effort of the Fermilab Scientific Computing and Particle Physics Divisions, and the LNGS Physics Division. Data acquired at LNGS will be maintained at LNGS in permanent storage. The full data set will also be transferred to Fermilab. Processing and analysis of the data will be done at LNGS, Fermilab and at other participating institutions.The experiment plans to run for about 3 years with data taking starting in April 2013. 
DarkSide-50 will participate in the annual multi-year evaluation of Scientific Computing needs organized by the Scientific Computing Project Portfolio Management committee.  DarkSide-50 will be asked to provide information on storage, production, and analysis computing needs with the associated physics goals.

2 Services and Activities

This section outlines the services and activities provided by the Fermilab Computing Sector to support the development, deployment and operation of DarkSide-50 computing, and the responsibilities of the parties with respect to these.  The services supported by the Computing Sector are covered by the CS Service Level agreement
 with agreed upon changes or extensions as described below.

The CS operations support Response Time will be provided within 24 hours of the report of a major problem with data taking.
Major activities by the CS at Fermilab will be coordinated with the experiment so as not to adversely affect experiment operations. Similarly, the experiment will advise and consult with the CS
 when activities by the experiment might result in unusual usage patterns or impose unusually large loads on computing systems.

The escalation path will be by hierarchic escalation. Within the Computing Sector this is through line management. For DS-50 this is through the L3 and/or then the L2 managers, to the Experiment Contact at Fermilab, then to the Spokesperson.
2.1 Data Acquisition 
2.1.1 Data Acquisition System Description
The data acquisition system for the DarkSide-50 experiment is described in document #449 in the experiment document database darkside-docdb.fnal.gov.  The system is built using the artdaq data acquisition toolkit and is a collaboration of SCD and experiment personnel. 
2.1.2 Data Acquisition Development Timeline

The initial milestone is to have a version of the system that reads out the front-end VME boards, builds events, and writes events to disk by 15-Jan-2013.  This will include the appropriate interface code to support external control of system initialization and the starting/stopping of data taking runs.The primary milestone is to have sufficient functionality ready to support the start of data taking in April 2013.  
Given the time available before data-taking, the plan is to focus on developing the most critical pieces of the system first and to defer less critical functionality until later in the development phase.  This approach is designed to allow the development to meet the needs of the experiment with the currently available SCD personnel.<Check this date>
2.1.3 Computing Sector Development Responsibilities 

 The following development tasks are included:

· Development of the core application infrastructure for the elements of the DS50DAQ MPI program includes:.  
· VME board reading, event building, and event sorting (aggregation) functions.  This core infrastructure includes the implementation of the application state model(s).

· Creation of a software tool to handle configuration, startup, and shutdown of the MPI program in a convenient manner..

· Development of the “aggregator” functionality which will ensure that disk files contain sequential events.
· Addition of the XMPP protocol to the supported distributed transport mechanisms within the Message Facility product.

· Necessary configuration, documentation, and assistance to get the existing central message logger and viewer running in the DAQ system.

· Development of the infrastructure needed to provide a sample of the events to data quality monitoring applications in real time.

· Any modifications to the artdaq toolkit which may be needed to support DS50DAQ development.
· On site support for the deployment and commissioning of the DS50DAQ 
· Building and deployment of releases of the DS50DAQ, artdaq, and dependent products on DarkSide-50 production and test stand computers.

· Configuration and deployment of File Transfer System software that will handle the transfer of data from the DAQ cluster at LNGS to Fermilab for long-term storage.  [Maybe this should be moved to a non-DAQ section.]

· Assistance on design issues for components that are the responsibility of experiment personnel.  Assistance with debugging performance issues.

· Computer configuration and software installation to support Infiniband networking.

<More on software and OS support>
2.1.3.1 Joint Responsibilities

· Regular communication and collaboration on the needs, deliverables, schedule, issues and problems.

· Maintenance of sufficient test and development systems to provide efficient support for development and testing of new versions of the software and system components.

· Definition of the state model(s) to be used by the DAQ applications.

· Implementation of the library software for receiving System Control commands via XMLRPC.

· Investigation of any rate limitations that may be discovered in the readout of the hardware or in the transfer or aggregation of the data.

· Creation and implementation of a system to monitor DAQ system performance.

2.1.3.2 Responsibilities of DarkSide-50 on which items in this MOU depend
· Development of the software that interacts directly with the front-end VME boards.
· Development of the System Control (Run Control) application.

· Management and archiving of system and hardware configuration parameters.

· Development of the online data quality monitoring applications.

· Development of all art modules, including any compression algorithms that may be required to reduce the size of the data.

· Building and deploying releases of the CAEN driver software on  DarkSide-50 production and LNGS? test stand computers.

<More on computer hardware support>
2.1.4 Test Stands
Test stands with computers identical to those used as Fragment Receiver and Event Builder in the DS50DAQ, connected by Infiniband, and with a sample of front-end boards will be maintained at Fermilab and at LNGS.

2.1.5 Operations and Software Maintenance
After the DAQ system software has been developed, delivered, and commissioned, Computing Sector involvement will transition to a maintenance and consultation phase. During this period, the experiment expects to require software maintenance and support at the level of 1 FTE month per year.

2.1.5.1  Computing Sector responsibilities 

The activities to be covered are:

· Remote installation, update and debugging of versions of the artdaq software installation and update during experiment commissioning and data taking.

· Support for problems encountered with the software during data taking, and 24-hour initial response to reported errors.
2.1.5.2 Responsibilities of DarkSide-50 on which items in this  MOU depend
· Provision of the networking and systems to support remote access by the Fermilab CS support team.

· Maintenance of the hardware on which artdaq is installed and of networking facility at LNGS.

· Agreed upon times for installation of new versions of system software, artdaq, security updates etc. 

2.1.5.3 Joint responsibilities

· Regular communications and collaboration on needs, deliverables, schedule, issues and problems.

· Maintenance of sufficient test and development systems to allow efficient support for development and test of new versions of the software and system components.. 

2.2 Networking

The collaboration depends on good wide area network connectivity between LNGS and Fermilab. The Computing Sector and LNGS network support groups will maintain contact and be available to debug issues as they arise, with an initial response time within 24 hours. Any incidents encountered should be reported by the experiment or LNGS through the Fermilab Service Desk incident process.

2.3 PREP electronics 

Prep electronics will be available to the experiment under existing agreements C2116 and C2105.
2.4 Scientific Databases
Check on the online and calibration databases and need for access from and/or distribution to Fermilab
2.5 Disk and tape storage
Data acquired with the DarkSide-50 detector at LNGS will be transferred to Fermilab and placed into permanent storage. Reconstructed data will also be stored at Fermilab. Both hard disk and magnetic tape storage will be used. DarkSide-50 has also expressed an interest in incorporating SAM into the experiment.
2.5.1 Computing Sector Responsibilities related to data storage and access

· Establish and support a FTS node used to stage and transfer data onto permanent storage, either Enstore magnetic tape or BlueArc volumes.

· Provide and maintain enough scratch space on this node to XXX days of data in the event of permanent storage downtime.

· Establish files families and partition of data as prescribed by DarkSide-50.

· Monitor tape storage availability and quality of storage tapes and alert DarkSide-50 Offline Coordinator in case of downtime or data corruption.

· Create the necessary structures for DarkSide-50 to use SAM, and enable access via the standard IF SAM tools such as ifdhc.
Response to severe problems encountered with the storage system during data taking shall be within 24 hours 

2.5.1.1 Responsibilities of DarkSide-50 on which MOU depends
· Provide to Computing Sector the requirements and specifications of the file families for construction of Enstore schema.

· Will initiate the data transfers from LNGS to the staging node and from the staging node to permanent storage.

· Provide funding for any permanent storage requested. Tape is estimated to cost $XXX per tape, and hard disk space is estimated to cost $XXX per TB.

· Provide a structure for SAM metadata that captures the expected experimental needs for data access.
2.5.1.2 Joint Responsibilities

· Regular communications and collaboration on needs, deliverables, schedule, issues and problems.

2.6 Data analysis and processing software support
DarkSide-50 is considering the use of the art framework for offline processing which may result in requests for new features and improvements.

2.6.1 Computing Sector Responsibilities

· Provide instructions and installation tarballs for use on remote SLF5 and SLF6 nodes not located at Fermilab.

· Provide support at the level of XX FTE in order that DarkSide-50 reconstruction and analysis software be written or ported into the art framework.

· Establish and support the interactive virtual machines used for software development and batch submission for DarkSide-50 offline computing.

· Provide scripts for shell environmental setup, automated build, job submission, and data transfer.

· Provide 8x5 support for software and VM computing resources; any support beyond that time supplied at “best effort”.

2.6.2 Responsibilities of DarkSide-50 on which MOU depends
· Provide to the Computing Sector design and timeline for development of offline software used in data reconstruction and analysis.

· Provide Offline coordinator who will authorize access to the computing resources assigned to DarkSide-50.

· Impose best practices as defined by the Computer Sector on analyzers and developers.

2.6.3 Joint Responsibilities

· Regular communications and collaboration on needs, deliverables, schedule, issues and problems.

· Maintenance of sufficient test and development systems that allow good support for development and test of new versions of the software and system components.
2.7 Simulation and Analysis Software Toolkits

TBA
2.8 Other Services
· Support an instance of DocDB for use by DarkSide-50; 

· Provide Service Desk support 

2.9 Response Times and Priorities

Data acquisition or offline Incidents will be reported as tickets submitted to the Fermilab Service Desk, selecting the Experiment “DarkSide”. 

During data acquisition commissioning the artdaq group can be contacted directly. 

TBA
	Core Services
	Support Level
	Reference to SLA or other agreement
	Differences in DS-50 Level of Support from SLAs
	Additional Comments
	Date Needed
	Date in place

	BlueArc storage
	
	
	
	
	
	

	Networks
	
	
	
	
	
	

	Docdb
	
	
	
	
	
	

	
	
	
	
	
	
	

	Scientific Services
	
	
	
	
	
	

	artdaq
	8x7 Chicago time
	Section xxx
	
	
	
	

	enstore
	
	
	
	
	
	

	fts
	
	
	
	
	
	

	sam
	
	
	
	
	
	


Do we need to differentiate between operations and software (and consulting) services? 
3 Appendix – DarkSide-50 WBS
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1
I. WBS



Element Work package Definition Responsible Institution



DarkSide-50 Project Manager Andrea Ianni PRI



DarkSide-50 Project Manager David Montanari FNAL



G&A DarkSide-50 Site Manager/Infrastructures & utilities Andrea Ianni PRI



G&A DarkSide-50 Materials qualifications Manager Alex Wright PRI



1.1 Internal detector Level 2 Manager Peter Meyers PRI
1.1.1 TPC TPC Alex Wright PRI
1.1.2 Field cage Field cage Je↵ Marto↵ TEM
1.1.3 DAr cryostat DAr cryostat Andrea Ianni PRI



1.2. Outer detectors Level 2 Manager Paolo Lombardi INFN-MI
1.2.1 CTF/Infrastructures CTF preparation and general infrastructures Stefano Gazzana LNGS
1.2.2 Neutron veto Tank, PMTs, cables, fibers Andrea Ianni PRI
1.2.3 Organic scintillator Scintillator tests and purification Aldo Ianni LNGS
1.2.4 Muon veto PMTs, dividers, cables, fibers Paolo Lombardi INFN-MI
1.2.5 Calibrations hardware Calibrations Hardware Paolo Lombardi INFN-MI



1.3 Electronics, cabling, DAQ Level 2 Manager Ed Hungerford HOU
1.3 Electronics, cabling, DAQ Level 2 Manager Marco Pallavicini INFN-GE
1.3.1 Cabling and racks Cabling and Racks Giuseppe Bonfini LNGS
1.3.2 Front-end electronics and flash ADC Front-end electronics and flash ADC Marco Pallavicini INFN-GE
1.3.3 Slow control Slow control Augusto Goretti PRI
1.3.4 Outer Detectors DAQ Neutron/Muon Veto DAQ Marco Pallavicini INFN-GE
1.3.5 Inner Detector Electronics and DAQ TPC Electronics and DAQ Alessandro Razeto LNGS



1.4 Argon supply and recovery system Level 2 Manager David Montanari FNAL
1.4.1 Gas panel Gas handling system David Montanari FNAL
1.4.2 Argon condenser Condenser, Radon trap, heat exchanger David Montanari FNAL
1.4.3 Argon recovery system Argon recovery system David Montanari FNAL



1.5 Photosensors Level 2 Manager Giuliana Fiorillo INFN-NA
1.5.1 PMTs PMTs tests and R&D Giuliana Fiorillo INFN-NA
1.5.2 Qupids Qupids development, R&D and tests Katsushi Arisaka UCLA



1.6 Calibrations Level 2 Manager Cristiano Galbiati PRI
1.6.1 Neutron calibrations Neutron calibrations Alex Wright PRI
1.6.2 Beta/Gamma calibrations Beta/Gamma calibrations Luca Grandi PRI
1.6.3 On-beam calibrations On-beam calibrations Charles Cao PRI



1.8 Low radioactive Argon Level 2 Manager Henning Back PRI
1.8.1 Argon extraction Ar extraction supervision and maintenance Henning Back PRI
1.8.2 Argon purification Cryogenic distillation column Henning Back PRI



1.9 DarkSide-10 Level 2 Manager Luca Grandi PRI
1.9.1 Operations DS-10 operations at LNGS Luca Grandi PRI











4 Appendix – Data Acquisition Effort Estimates

Estimates for DS-50  DAQ work by SCD personnel

04-Dec-2012, Kurt Biery & Alessandro Razeto, with input from Stephen Pordes

4.1 Construction Phase

After some discussion, we have agreed on a plan in which we focus on the most critical pieces of functionality first and defer less critical functionality until later.  This allows us to spread the effort over a longer time period while still meeting the needs of the experiment.  

The current plan is for the development and commissioning of the software to take place during the next 20 weeks and to be accomplished by an average of 1.35 people in SCD working on these tasks during this phase.

Delivery dates for the development and deployment work are shown in the list of tasks below.
	
	
	

	Meetings
	3 1-hour meetings per week x 13 weeks x ~2 people


	~80 hours



	Coordination
	3 hours per week x 13 weeks


	39 hours



	Documentation & project managemen
	2-3 hours per week x 13 weeks


	~25-40 hours



	Software builds and installations; node configuration
	8 hrs/week x 4 weeks, 6 hrs/week x 4 weeks, 4 hrs/week x 5 weeks
	~75 hours



	
	
	

	
	Total


	~225 hours



	
	
	

	
	
	


4.2 Development and deployment work

In many cases, tasks can proceed in parallel, but there are some sets of functionality which will need to be developed in a particular order.  These are indicated by the first level number in the list below.  Please note that we will try to keep the coupling between tasks to a minimum, and the actual order may change based on the needs of the experiment.

Group One: to be delivered by 15-Jan-2013

· Core boardreader, eventbuilder, and aggregator application infrastructure (includes state model and processing of control messages):  80 +-20 hours

· Process management tool:  40 +- 20 hours

· Performance testing and tuning:  60 +- 20 hours

· System testing at Fermilab:  40 hours

Group Two: to be delivered by 15-Feb-2013

· Aggregator functionality:  80 +- 20 hours

· Global file system (or equivalent) and 10 Gb/s connection to analysis cluster:  40 hours 

· Installation at LNGS:  120 hours

Group Three: to be delivered by 15-Mar-2013

· Distributed message logging:  80 +- 20 hours 

· Adding monitoring/statistics:  40 +- 10 hours

· Providing events to online monitors (Data Quality Monitoring):  80 +- 20 hours

Group Four: to be delivered by 15-Apr-2013

· Assistance with running and developing art modules:  40 +- 20 hours

· Deployment and configuration of the File Transfer System:  80 +- 20 hours

· Commissioning and start of data taking:  80 +- 20 hours

Total 860 +- 190 hours (assumes uncertainties are simply additive)

Summary

Overall total estimate:  ~1080 +- 100 hours (0.52 +- 0.05 FTE) [uncertainty reduced somewhat for possible overlap]

1080 hours / 20 weeks = 54 hours per week, or ~1.35 FTE per week

Effort charged so far in FY13:  0.22 FTE

4.3 Maintenance Phase

These tasks describe the work that needs to be done once development and commissioning is complete.

Level of effort tasks

· Software maintenance and support - 10 hours per month

· We need to define the computer software and operating system tasks that we are responsible for and ones that we provide consultation for.  

· We should spell out our role as level2 or level3 support personnel (not level1) for assisting with DAQ system and software problems.

5 Appendix – Computing Requirements Template

TBA (will use what is being developed for the Intensity Frontier Experiments)

6 Appendix – Offline System Details
Here are my recollections:

There was not a final decision, but rather a request that Stu provide

documentation of how virtual machines in the GPCF could be used to provide the

same functionality that Jonghee was requesting and had documented.

Jonghee was requesting a large disk server - 32 cores, and somewhere between 48

TB and 72 TB of raw disk - to be used as an area to develop and test data

reduction codes, to hold significant quantities of DS50 data, and to be used as

sort of a "front end" node for DarkSide50 (e.g., where members of the experiment

could have some home space and would have the ability to run analysis against

local data).  There was not a specification for whether those 32 cores would be

scheduled by Condor or Torque.  Jonghee requested that HPC (well, really me, not

HPC) would admin this node, similar to what I do for CDMS.  Stu pointed out that

the prevailing model is for such a resource to be provided by the GPCF, but

obviously there would need to be discussions about storage volumes, storage

access, and I/O patterns (for example, it would likely not be allowed for such a

node to directly mount the BlueArc DS50 area).

DarkSide50's data volume predictions are large enough that there is a worry

about capacity on the BlueArc and the cost to the experiment of provisioning

that capacity via the BlueArc.

There were discussions about restrictions to access to such BlueArc data on any

nodes (e.g., Jonghee's proposed server, FermiGrid nodes).  The experiment should

probably think about and specify I/O requirements (size, bandwidth, how much

random I/O vs streaming I/O, etc.).

Some of the questions that were trying to understand were:

- will they have an experiment managed condor cluster or incorporate into FermiGrid?

- with the data located on BlueArc, what is the planned method for accessing data within the either condor cluster or FermiGrid?

- how would the data be accessible from offsite?

I looked in the budget to respond to your first question.  There is a

budget line item, #4973, for $20K of Darkside BlueArc disk.  But it's

on project 999, which I assume means it's a BLI in search of a funding

source.  EAG doesn't have any other "general" budget lines - they're

all for DES, SDSS, or Holometer.

The response to the third question depends upon the expected usage of

the machines; it will be useful for me to attend and learn about this.
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2. Fermilab Gate Server 
• 32CPUs and 60TB RAID disk array (see Appendix for specifications) 
• Rack space for temperature and power control (Tim Kasza: LCC-107-2050) 
• Gate server for external users 
• Processed data storage and data transfer to external users  
• Main data analysis computer for Fermilab users 
• Client for the Grid computers (condor job submission)  
• Access to Bluearc disk  
• Superuser  



o General Superuser (Don Holmgren): Scientific Linux, network, RAID 
disk, power control, hardware related issues, generic software version 
control etc 



o Aux Superuser (Jonghee Yoo): external user accounts and scientific 
software control (GEANT, ROOT, DS-50 analysis package etc) 



 
 
3. Grid Computing 



• Initial request ~200CPUs  
• MC simulation (Cosmogenic background and detector simulation) 
• Data processing  
• If possible, access to Bluearc disk 
• Belong to the group in the Fermilab Virtual Organizer (VO) 



 
 
4. Bluearc Disk Space  



• Initial request 60TB (2013) 
o Additional request of disk space to be specified at the end of each FY 



• Raw data storage (data transferred from LNGS) 
• Processed data storage 
• The project of DarkSide-50 data transfer from LNGS to Fermilab Bluearc 



system will be a separate MOU 
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� “Overview of the DarkSide-50 Data Handling System Kurt Biery,Chris Green,Jim Kowalkowski and Marc Paterno Scientific Computing Division / Fermilab, Boris Baldin, Stephen Pordes and Jin-Yuan Wu Particle Physics Division / Fermilab, Alessandro Razeto LNGS / INFN Revision 7 October 1 2012.





� http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4042


� Through requesting service enhancements as described in the SLA.





