Disaster Recovery Plan - Engineering Applications Support Teamcenter Service

In lieu of a formal Data Center Disaster Recovery Plan, the Teamcenter Service (TC) has implemented an interim plan. The Engineering Applications Support (EAS) group will work with the Backup Storage and Virtual Services group to create a backup tape that will be taken off-site on a weekly basis.  Monthly,  a tape will be kept off-site and rotated in on a yearly basis. This allows us one year of recoverable data with a worse case scenario of one month data loss due to a disaster.
Data to be written on tape includes:
· Export of TC Database  instance “tcprd” from tcora50p using; 
$ORACLE_HOME\bin\exp db-user/password full=y file=file-name.dmp log=export.log and the export will be put in \\blue1\cadenv\tcdbexports
· TC volumes from \\blue1\cadenv\tcvols
· TC data from \\blue1\cadenv\tcdata11
· TC install scripts \\blue1\cadenv\soft_dist\TcU\scripts
· TC Installation files \\blue1\cadenv\soft_dist\TcU\TcU11.2
· TC Visualization \\blue1\cadenv\soft_dist\TcU\TcU11.2\TcVis_1123_20161212_win64
· NX Customer Default Settings \\blue1\cadenv\NX110custom_RevD
Our high level plan is;
1. [bookmark: _GoBack]One time a week create a syncronized backup of both the TC data, TC database export, TC vols, Installation files, Tc visualization, NX Custom default settings, and the TC install scripts  will occur and be sent to computer CHASM for creation of a off-site backup tape.  The tape will be created and will be physically taken off-site and rotated every week by the Storage and Virtual Services group.
1. Each week another backup will occur and another tape will be taken off-site.
1. Once a month a tape will be left off-site and will not be returned to the lab for a one year time period.  This will allow us to have a year’s worth of monthly off-site backup tapes available for restore purposes.

This plan will allow us to lose at the most one month of Teamcenter service engineering data.
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