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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc18585355]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Engineering Support Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc18585356]1	SERVICE AREA OVERVIEW

	Service Area:
	Engineering Support

	Service Area Owner:
	Tony Metz

	 
	Engineering Support Services provides lab wide engineering, design and manufacturing services.

	 
	ISO20000 Certified

	 
	Engineering services include installation, support and troubleshooting of computer aided engineering (CAE) software packages such as ANSYS, NASTRAN, COMSOL, etc. Design services include installation, support and troubleshooting of computer aided design (CAD) software such as NX and AutoCAD. Manufacturing services include installation, support and troubleshooting of computer aided manufacturing (CAM) software such as NX, Anvil and flowJet. 
Data created from these software packages are managed by an engineering data management system (EDMS) called Teamcenter which manages all lab wide engineering data described in Fermilab's engineering manual.







	Service Offering
	Short Description
	Offered
	Owner

	Teamcenter - Standard
	
• Teamcenter connects and controls engineering specifications, design analysis, CAD drawings and safety documentation in a central repository to allow for more efficient data sharing across organizations at Fermilab.

• Teamcenter is used by projects, scientists, engineers, external collaborators and many others to create data that is used in all of the current Fermilab projects.


	Customer-facing
	Tony Metz



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc18585357]SERVICE OFFERINGS
2.1 [bookmark: _Toc18585358]Teamcenter 


	Teamcenter
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Computer Aided Design, Manufacturing and Engineering

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc18585359]  	SERVICE CAPACITY

[bookmark: _Toc18585360]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
All major construction projects at the laboratory have requirements to manage their engineering designs, drawings, documents of all types and certain data using the Teamcenter Electronic Data Management System (EDMS).  In addition historical engineering artifacts and re-usable designs are being converted to Teamcenter.  As each new Project or initiative comes into being an assessment is made of the total number of new users that might be involved (if any), the total amount of data that will result, and the type of connectivity and access needed for remote collaborators.  These are the fundamental business capacity needs. 
3.2 [bookmark: _Toc18585361]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
The above business needs are analyzed and translated into capacity requirements for the Services that the Teamcenter Service depends on or uses.  Through Computing’s budget and tactical planning process the capacity needs are aggregated and planned for, as resources permit. 
Upgrades to the Teamcenter software also affect capacity needs and should be considered as part of a change request to upgrade the software.  
We are evaluating a new Teamcenter module called active workspace which allows access to Teamcenter via a browser; this will enable Teamcenter mobility access to Macintosh, IPAD and Android tablet and phone users. This new capability if deployed will require a review of current server capacities. 
[bookmark: _bookmark12]In addition, staffing resources need to be considered for the capacity planning for this service. Staffing levels will be reviewed, reported, and updated yearly in the information systems tactical plan for Engineering Support Services, 
3.3 [bookmark: _Toc18585362] Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
This  service  has  distinct  technical  infrastructure  which  is  managed  via  the  following metrics:
· User  Seat  License  –  Number  of  user  licenses  allowed  for  creating  or  modifying engineering documents
· The User Seat License requirement is the total number of users able to  use  the Teamcenter service at one time and is driven by the number of Fermilab users as well as  external collaborators anticipated to be creating/modifying engineering documents and  users  participating  in  review  and  approval  workflows.   We  have  currently purchased 1800 author and consumer licenses; the maximum limit for this requirement is set to 200 as a result of existing server capacity.
· Storage  Capacity  –  Overall  disk  space  allocated  for  engineering  documents  and temporary work space
· The Storage Capacity requirement is the overall disk space required to store engineering documents using this service and is based on the estimated disk space required for created and migrated legacy engineering documents planned for the next three year time period. We currently have approximately 2 TB of disk space in use for production, test, dev and sanbox environments with an additional allocation of 3 TB if needed.
· Network Capacity – Total network bandwidth needed for service
· The Network Capacity is network bandwidth required to run this service and is based on total network bandwidth needed for the service derived from vendor recommendations.  The current capacity is up to 1GB network capacity to allow client workstations to run Teamcenter and NX software efficiently.
· Server Memory – Amount of server memory required for service
The Server memory is the total amount of memory on application server and is derived by amount of server memory required for service based on application requirements. The current amount of memory on our existing two application servers is 64 totalG. 
Server CPU – Total   processing power required for service
· The Server CPU requirement is the number of server CPU’s required to run this service and is a resultant of total processing power required for the service based on application requirements. The total number of CPU’s running our two application servers is eight .
· Web App Server – Number of users accessing the Teamcenter service
· The Web App Server requirement is a middleware software product that allows users to  access the Teamcenter service and is based on the number of users accessing the Teamcenter service at the same time. We have currently purchased 1800 author and consumer licenses; the maximum limit for this requirement is set to 500 as a result of existing server capacity. 


The total number of items created in Teamcenter over the past year, as well as other data about design items can be found on the Fermidash dashboard for Engineering.  See the Fermidash dashboard for details.



A summary of current component capacities and thresholds for taking action is given below.

	Area/Item
Monitored
	Capacity
Requirement(s)
	Current
Level
	Predicted
Growth +
Timescale
	Capacity
Threshold(s)
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management
strategies)

	User Seat Licenses
	200
	105
	10%/yr
	80%
(160)
	Request additional funding to bring capacity usage to 70%. If insufficient
funding exists and capacity increases beyond 90%, begin aggressively deactivating accounts that have been inactive > 1 month

	Storage Capacity
	4TB
	1.5T
	50%/yr
	80%
	Request additional funding to bring capacity usage to 65%. If insufficient funding exists, notify service owner of possible breach of SLA.

	Network Capacity
	1Gb
	<1Gb
	5%/yr
	80%
	Request additional funding to bring capacity usage to 50%. If insufficient
funding exists, notify service owner of possible breach of SLA.

	Server Memory
	64GB
	25GB
	5GB/year
	80%
	Request additional funding to increase memory in affected servers. If more memory cannot be added, request additional funding to add new server.

	Server CPU
	100%
(8 CPUs)
	30%

	5%/yr
	70%
(8 CPUs)
	Request additional funding to purchase 1 server for the server reaching
threshold.

	Web App Server (Weblogic)
	500
	105
	10%/yr
	80%
	Request additional funding to increase memory in affected server. If CPU capacity reached, request additional funding to purchase 1 server.




3.4 [bookmark: _Toc18585363]Capacity Monitoring and Reporting	

User Seat License – License usage is tracked hourly using OpenLM; metrics are reported via Fermidash to the SOS  department head.

[image: ] 


Three Month Reporting for Server CPU and Memory Utilization:
· CY 2016-17 to validate CPU and memory current capacities are correct

[image: cid:f0d1fc09-285b-45fd-98db-1957d4bf0b45]

[image: cid:382a3470-4733-4e1b-b232-7afe5e2b8717]



· Storage Capacity – Teamcenter server disk space is monitored hourly on the server in addition to the volume file server (BlueArc) and the Teamcenter team receives emails if the capacity exceeds capacity threshold limits. Storage capacity is not reported unless a threshold has been exceeded. Here are example emails when a threshold has been exceeded:










Server disk space email:
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Volume file server disk space email:

[image: ]


· Network Capacity – We monitor network capacity using a manual procedure performed  if users report any type of performance issue. This metric is not reported unless a threshold has been exceeded; This manual procedure is located here:
Network Monitoring




Server Memory – Teamcenter server memory is monitored hourly on the server and the Teamcenter team gets an email if the capacity exceeds threshold limits. We do not report this metric unless a threshold has been exceeded. We currently request a three month monitor of server memory from our server support group performed once a year  (see above image). Here is an example email when a threshold is exceeded:









· Server CPU – We monitor Server CPU capacity using a manual procedure performed by the Teamcenter administrator once a month or if users report any type of performance issue. This metric is not reported unless a threshold has been exceeded; We currently request a  graph of server CPU utilization from our server support group if we feel we have CPU performance issues. This manual procedure is located here:
Server CPU Monitoring


· Web App Server – We monitor Web App Server capacity using the same process used with the User Seat License metric. This metric is not reported unless a threshold has been exceeded; we also have a manual procedure that can be performed by  the Teamcenter administrator if needed. This manual procedure is located here:
Pool Manager Monitoring
	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc18585364]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc18585365]Business Requirements
All major construction projects at the laboratory have requirements to manage their engineering designs, drawings, documents of all types and certain data using the Teamcenter Electronic Data Management System.  In addition historical engineering artifacts and re-usable designs are being converted to Teamcenter.  
In the annual budget process the business requirements are reviewed and aggregated so that the Engineering Support area owner may plan adequate technical resources to meet the business needs.  Refer to
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc18585366]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.3 [bookmark: _Toc18585367]Service Charging Policy
While no costs are incurred in the standard offering, customers can be expected to fund desktop/client hardware, server software licenses, server client licenses (such as for backup clients or security management clients), operating system software subscriptions and maintenance. When special, customer specific requirements incur additional or unusual expense; the customer will be expected to cover these costs.
There is currently no charge to customers for running the Teamcenter service. However, the cost of license maintenenace is paid for by the Computing Sector (CS).  
	Teamcenter - Standard
	no charge




5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc18585368]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc18585369]Standard Requests

	Service Offering
	Catalog Item

	Teamcenter - Standard
	Add a user to Project (Teamcenter)

	 
	Create a Teamcenter Account

	 
	 New Project  (Teamcebter)

	 
	 Install Engineering Software

	 
	Install Teamcenter/NX

	 
	Add a new Name to a pull down list (Teamcenter)



5.2 [bookmark: _Toc18585370] Non-Standard Requests
Request that may require negotiation or are outside of the standard defined items offered by the service.
There is no resolution time target for requests due the wide variety of requests being handled 

6 [bookmark: _Toc18585371][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement. 

[image: ]
6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc18585372]Service Availability

· 99.90% Availability 24 x 7
· Equals up to 8.76 hours per year OR
· Equals up to 43.8 minutes per month OR
· Equals up to 10.1 minutes per week

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.1.1 [bookmark: _Toc18585373]Teamcenter
· Maintenance Window – 1:00p.m. to 5:00 pm every Sunday and the third Thursday of each month from 3:00am to 6:00am

	TeamCenter - Standard
	Incident Priority
	Outage Threshold

	
	High 
	Critical
	Degradation
	Outage

	n/a
	 
	x
	 
	 

	all users are unable to save; material library unavailable for all users
	 
	 
	x
	 

	all users unable sign in to Teamcenter; all users unable to obtain a license; unable to open any files
	 
	 
	 
	x




  
6.2 Other Service Levels
There are no Service Offerings in this Service Area that meet the criteria for a Critical incident	
7 [bookmark: _Toc18585374]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc18585375]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc18585376]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc18585377]Customer requests for Service Enhancements
Customers can request service and product enhancements using the ‘Submit a Feature or Enhancement Request’ option in ServiceNow Self Service.  The Service Owner with work with the customer to address the request.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc18585378]SERVICE LIFECYCLE
Plan: The Service owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs and help coordinate requirements with the networking, storage, and backup providers.

Purchase: The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: Enterprise Engineering Application support resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the application software. The Service owner will maintain vendor support currency.

Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.
Costs associated with desktop / client replacements, and additional licenses are the responsibility of the customer.  Maintenance is paid for by the Computer Sector (CS) for the Teamcenter service.
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc18585379]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc18585380]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.2 [bookmark: _Toc18585381][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc18585382]CUSTOMER RESPONSIBILITIES

Customer agrees to:
· The customer has requested specific access rights be set on data depending on the roles of the user;   A table in the architecture document (CS-doc-5161) documents these access rights.
9.2.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc18585383]USER RESPONSIBILTIES

Users agree to:

· Assign data to projects  where team members of these projects have read / write access.  
· Not to share or expose data to external collaborators unless collaborators are a member of a specific project.
· Add/edit only data pertaining to Fermilab business
· Adhere to data access policies, such as non-disclosure agreements

9.2.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc18585384]SERVICE OWNER

Service Owner Agrees to:

· Abide by this document to keep this service running in an efficient manner
· Manage license usage and report to customer when license shortages are likely to occur
· Coordinate and enforce data retention policies, such as non-disclosure agreements.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc18585385]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Teamcenter
	12 hours
	1 day (for non disaster) and up to 1 month for a disaster situation



Estimates based on existing SLAs/OLAs and our experience:
· License Server Loss:  4-24 hours per license file depending availability of backups, type of backup/restoration (tape or disk), staffing levels. 
· Teamcenter Server Connection: 2-24 hours depending on TC Server loss
· Loss of all license servers and TC servers (data center lost):  We currently save all Teamcenter data and database as well as the Teamcenter license files to offsite storage.
Estimates based on current backup/restore parameters :
· ½ to 4 business days – depending on availability of restore services, database and TC volume size that need recovery.  
· Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
 For additional contact information see CS-doc-5161/Underpinning Service Contacts
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Network Services
	Service Owner
	Network connectivity / DNS service
	Reference  SLA/OLA DocDB 4312

	Network Attached Storage
	Service Owner
	Must be able to connect to and access SAN and NAS
	Reference SLA/OLA  DocDB 4311  

	Virtual Server Hosting
	Service Owner
	TEST and DEV systems are virtual
	Reference SLA/OLA  DocDB 4612

	Facilities
	Service Owner
	Data center, power, environment
	Reference SLA/OLA  DocDB  4594

	Backup and Restore
	Service Owner
	We must be able to get our databases and volumes restored from backups
	Reference SLA/OLA  DocDB 4315

	IT Server Hosting
	Service Owner
	We must be able to access working Teamcenter servers and application (web) servers
	Reference SLA/OLA DocDB 4613

	Authentication Service
	Service Owner
	Preferred availability to allow multiple system admins to login to servers.
	Reference SLA/OLA  DocDB 4314

	Database Hosting
	Service Owner
	Need to have our database servers operational
	Reference SLA/OLA  DocDB 4664



10.1 [bookmark: _Toc465103242][bookmark: _Toc465242039][bookmark: _Toc465331494][bookmark: _Toc465348476][bookmark: _Toc20393708]Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
· Current strategy is to handle on a case by case basis:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners to get infrastructure ready for database and volume data recovery.
· Recover / restore database and volume data from backups.
· Verify database and volume data recovery.
· Release database and TC volumes to application service owners.

10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc20393709]Initial recovery strategy
What will you do until essential services and functions are available.
· Current strategy typically involves:
· Assessing the situation and stabilizing databases and volume data to extent possible.
· Informing the Service Desk and Service Owners and users.
· Informing upper management of the situation and status.
· Contacting and marshaling additional team resources as required.
· Contacting dependent OLA partners to ascertain recovery status of their services, as needed.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.
10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc20393710]Overall recovery strategy
High availability fail-over
· Triage lost databases and TC volumes and then work to restore databases and TC volumes based on triage order.
Recover at another site or multiple sites
· Currently there are no multi-site TC volumes.
Build from scratch
· Depending on databases impacted, there are a couple of options that will be determined based on the scenario.
· Possible option is to convert existing QA (TEST) or Integration (DEV) TC servers to the production database server.
· Some possible options are new VMs (if VM service is available) or eventually set up Dev and Test environments in the cloud (to bypass local continuity issues).
10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc20393711]Recovery Scenarios
· [bookmark: _Toc465348480]Make use of information listed above in Initial Recovery and Overall Recovery strategies

Building not accessible (Data Center Available)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


Data Center Failure (Building Accessible)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



Building not accessible and Data Center Failure
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



Critical recovery team not available
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Perform work that can be done remotely.   Example - Server power may be cycled remotely, but some actions may require on-site presence (if restoration from Tape requires a physical loading of media, for example).

	
	If restoration from tape is required that may require physical intervention when personnel become available.

	
	



Government Mandated Shutdown of Services
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for the shutdown of services.

	
	Ensure that all services/servers are in a safe and secure state for recovery at a later time.

	
	Maintain periodic contact with the Critical Incident Command Center

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



Critical recovery team not available
	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110)

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures

	
	When suspending or restoring Services, coordinate with the Command Center.   


	
	Run hardware at full capacity

	
	Staff works remotely, except for the following activities:
     o Component swaps (drives, controllers, power supplies, etc.)
     o Troubleshooting SAN or network connectivity

	
	







10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc20393716]Return to Operations
Document any requirements and tasks that would need to be completed in order to return to operations.  If you have procedures for returning to operations after a continuity situation occurs, then you can reference them here.
· Please see CS-doc-5161/Continuity Plan – Return to Operations file(s).


Teamcenter data is backed up multiple times during the day using the BlueArc (NAS) snapshot service; Data is backup up nightly using the TIBS backup application; Data on a monthly basis is backed up to tape and monthly copies of tapes are sent offsite to Iron Mountain storage for disaster recovery senario’s.

The Service Continuity plans for this service are stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc18585386]SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc18585387]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc18585388]Service specific Measures and Reports

Many reports are available and referred to in the Capacity section of this document.

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc18585389]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]Physical servers to be supported must be server class systems with appropriate system redundancy and supported by the supplying vendor and/or the Fermilab’s contracted hardware support vendor.
This service will implement new or replacement systems using only one of the following versions of the Siemens Teamcenter application software:
· Teamcenter Unified 
· Teamcenter NX 
This service will implement new or replacement systems using only one of the following operating systems:
· Windows Server 2012R2
· Red Hat Enterprise Linux, current point release that has been out at least 3 months
This service will assume support for additional or new server hardware only from the following vendors with the following architectures:

· Virtualization platforms as provided by the enterprise Virtual Services service
Existing operating systems and server hardware is “grandfathered” into this service and will be supported under the other terms of this service until replaced or retired.
Any new hardware to be supported by this service must involve this service provider in the design and specification of the hardware and must have the prior agreement of the service provider to support the hardware before acquisition.
This service will only accept support for additional pre-existing systems if they are running one of the supported operating systems, the operating system is current on patches, the server configuration complies to the applicable FNAL operating system baseline, the hardware is covered by vendor warranty or hardware maintenance, and all hardware is less than 5 years old.
This service will not accept support for any additional external disk or storage devices (disk arrays, tape drives or libraries, etc.) – any external storage requirements must be met using the central storage service offering.
	


[bookmark: _Toc18585390]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Engineering Support Service Dependencies) in the document database entry for this service area Docb#5161
[bookmark: _Toc18585391]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5161
[bookmark: _Toc18585392]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above.

[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc18585393][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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rrrrr original Message-----
From: DISKSPACE-MONITOR@fnal.gov.com [mailto:DISKSPACE-MONITOR@fnal.gov.com]

Sent: Friday, May @3, 2013 11:11 AM

To: David Lowell
subject: TCAPPOIP Low Disk Space Alert

TCAPPOIP Low Disk Space Alert

Drive: C:

Percent Free: 47.72
Free Space(GB): 65.23
Total Space(GB): 136.69
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Server Attributes:

Server name ITNAS-A\ITNAS-A-1

Company Fermilab

Department Backup Archival Storage Services

Comiizeidl First Name: last  Name:
Ray Pasetes
Comizze2 First Name: Phone: 630 Ermail:
Andy 840-4733 romero@fnal.gov
Location PO Box 500, Kirk Road and Wilson Street, Batavia, IL, 60510, US
Description Titan3200
Seffivare 8.2.2374.11 (built 2012-09-04 14:48:40+01:00)
version
IHEEiTEre Titan (TNACHRS0825957)
version
MAC ID 89-F5-BB-CA-34-83

Quota wamning threshold was reached. Usage=340 GB (limit=400 GB).

cd-rSsas-1
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rrrrr original Message-----
From: WSS-MEMORY-MONITOR@fnal.gov.com [mailto:WSS-MEMORY-MONITOR@fnal. gov.com]

Sent: Monday, May 13, 2013 10:52 AM
To: David Lowell; Tony Metz; Robert A Andree; eso-wss
subject: TEST TEST TEST - Low Memory Warning for TCAPPOI1P

Low Memory Warning for TCAPPOI1P

Free RAM for TCAPPOIP is now at 80.37 %
Free RAM size = 40.44 GB

Total RAM size = 50.32 GB
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rrrrr original Message-----
From: WSS-MEMORY-MONITOR@fnal.gov.com [mailto:WSS-MEMORY-MONITOR@fnal. gov.com]

Sent: Monday, May 13, 2013 10:52 AM
To: David Lowell; Tony Metz; Robert A Andree; eso-wss
subject: TEST TEST TEST - Low Memory Warning for TCAPPOI1P

Low Memory Warning for TCAPPOI1P

Free RAM for TCAPPOIP is now at 80.37 %
Free RAM size = 40.44 GB

Total RAM size = 50.32 GB
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