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The purpose of this document is to consider, analyze and record risks to the delivery or operation of services.  This analysis is to be done annually, or more frequently if there are potentially significant changes in business, technical, regulatory, security or financial conditions.  
The Service Area owner shall consider risks to meeting Service Level Commitments.  Consider whether the dependencies on other services and underpinning contracts pose new risks. 
1. Lab and Customer environment
In discussions with our service customers and review of our tactical plan we feel these modifications to this service may occur over the next twelve month time period with potential funding risks:
· Implementation of Teamcenter Active Workspace to help infrequent and external collaborators use Teamcenter more easily (funding needs to obtained from the directorate )
· Potential additional licensing required for:
· NX design software (funding obtained from lab)
· CATIA CAD Integration software (funding obtained from project LBNF/DUNE or PIP-II)
· CATIA CAD data translation software (funding obtained from project LBNF/DUNE or PIP-II)
· Electrical integration software (funding obtained from PPD electrical group)

2. Availability and Continuity
There are several single points of failure within this service offering (high availability was not implemented due to original cost constraints). The applications servers (including the pool manager and WebLogic server) and Oracle server/database disk arrays are single points of failure.  Support staff can manually relocate service application components to a different server(s) if necessary.  
Continuity plans, shutdown and startup procedures are documented and stored in DocDB (#5161) as well as in hardcopy form.
A contact list of key individuals with cell phone numbers are documented and stored in DocDB (#5161) as well as in hardcopy form.
We currently have backup tapes of database, data volumes and vital service information taken offsite on a monthly basis; continuity risk even in a disaster recover scenario is low.

3. Capacity
Typical capacity risks for this service include sufficient amounts of memory, disk storage, CPU, WebLogic user access for Teamcenter, network bandwidth, database hosting capability, authentication and license serving.  We do not envision extensive growth to the service over the next twelve months to warrant risks reaching existing capacity thresholds.

4. Incident and Request Response and Resolution
Depth of staffing is not optimal but past experience has shown the service can meet its agreed to service level agreements (SLA).  The service has an approved open position with current plans to be filled.  Risks regarding this position include:
· Existing staff retires earlier than expected 
· Successor leaves Fermi prior to existing staff leaving
· Successor does not meet Fermilab expectations
· Successor does not develop support skills to current service level support expectations
· Negative Feedback from User Community due to less support time from existing staff at Lab (due to Phased Retirement)
· Demand increases for support outside of service hours
A risk register has been created and these risks are being managed.
 Sufficient staffing is still a risk.

5. Security
Changing security environment requires constant vigilance and review of security controls.  We are starting to on-board external collaborators from India and other parts of the world.  We are currently reviewing how external collaborators have access to Fermilab data via this service and will make adjustments accordingly.

6. Financial or Contractual
Financial risk would occur if there is a large increase in service usage requiring additional licenses for mechanical or electrical integration licenses; these risks are discussing under the lab and customer environment section.
Contractual risks with underpinning services are low; the service has sufficient disk and server resources as well as sufficient resources from database hosting and authentication services.

Recommendations:
Communicate potential risks to service customer (Chris Mossey) and ask that customer have potential funding available in reserve if required by this service.
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