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[bookmark: h.z4wkeiyw1xdo]Strategic Goals
1. The Laboratory’s scientific mission and Enterprise Architecture are overarching principles guiding the choice of solutions.
2. Operate cost-effective, usable[footnoteRef:2] and expandable Scientific Computing services and resources to meet our users needs for the next five to ten years.  [2:  easy to use and a good fit for the people who use it.] 

3. Position our scientific computing solutions to take advantage of current and future projections and opportunities in an environment of rapidly changing technologies and cost opportunities.
4. Ensure that our scientific users can access and use with agility the appropriate local, remote, opportunistic, commercial, High Performance Computing[footnoteRef:3] and High Throughput Computing resources to meet their needs with a minimum of overheads. [3:  including DOE and NSF leadership class machines.] 

5. Provide an environment for scientific computing applications that can integrate and adapt to new technologies, methods, and the evolution in resources as needed.
[bookmark: h.s7gwhpu6vtn8]Strategies
1. Deploy common solutions wherever it makes sense[footnoteRef:4]. [4:  SCD will publish and evolve the process for determination of “makes sense”] 

2. Provision resources and services as virtualized environments unless it does not make sense. 
3. Manage and support dynamic provisioning of resources and services (based on agreed upon policies), including support for “opportunistic needs”, whenever it makes sense.
4. Ensure smooth transitions to new technologies and, where beneficial, collaborate in the development of the underlying technologies to meet our strategic goals.
5. [bookmark: _GoBack]Support more than one set of technologies for scientific users, including a legacy system, production solution, and forward looking but perhaps less robust solution.
6. Let cost effectiveness be a strong guide to choice of solution and technologies.
Assumptions
1. User requirements and technology performance will dictate a mix of resource performance and types – including support for high performance I/O, execution of some jobs on “bare metal”, high-availability, and virtualized services and resources. The balance will be determined by a combination of drivers from the users, stakeholders and the laboratory.
2. If heterogeneous solutions are implemented the deployment of common interfaces across them will be a priority.
3. ITIL based processes and service management will be implemented as part of any/all solutions.
