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Scientific Data Storage
· This metric represents the availability of *all* parts of the dCache and enstore systems.  All downtimes, both scheduled and non-scheduled, are included.  Any degradation, meaning some portion was inaccessible for a user but other portions remain accessible for the same user, is *not* counted.  But a degradation for a set of users of a certain class without an alternative,  for example if all CDF enstore is down, is counted against this metric.  [We may wish to develop an alternative metric to account for the "single instance down" case.]
· Use the OR of the downtimes reported in the DMS weekly report at the Monday CD Ops meeting.
· The SLA for this service notes that each instance may be down for scheduled service for up to 8 hours per month.  Assuming no overlap, this maximum “agreed upon” downtime amounts to 24 hours out of the ~720 hours of a month – which equates to the 97% target uptime.
· The appropriate presentation of this metric is under discussion.  Watch this document for future updates.
Grid Services
· This metric represents the availability of *all* parts of the FermiGrid Core Hardware, Core Services, Gatekeepers, Batch Services, ReSS, Gratia, and Databases.  This information is available at: 
http://fermigrid.fnal.gov/monitor/fermigrid-metrics-report.html
where the downtime is calculated from the OR of the “This Week” information.
Grid Computing
· This metric represents the availability of the total FermiGrid compute nodes, computed from the average number of total available job slots divided by the maximum number of total available job slots.  The latter quantity represents the installed infrastructure, and the former quantity represents the active infrastructure.  These numbers are available from:
http://fermigrid.fnal.gov/monitor/fermigrid-merged-total-slots.html
using the “Total” row, “Maximum” and “Average” columns from the “Last Week” plot.
High Performance Computing
· This metric represents the availability of *all* HPC clusters, including all LQCD clusters, the Cosmology cluster, and the Accelerator Modeling clusters.  Downtime of any of these clusters is counted against the metric.  [We may wish to develop an alternative metric to account for the case where a single cluster is unavailable.]
· Use the OR of the downtimes reported in the HPC weekly report at the Monday CD Ops meeting.
· The HPC cluster availability plots are located at:
· http://jpsi2.fnal.gov/cluster/internal/usage.html (Lustre plots also here)
· http://ds2.fnal.gov/cluster/internal/usage.html
· http://bc2.fnal.gov/cluster/internal/usage.html
· http://tev.fnal.gov/cluster/usage.html
· http://cc2.fnal.gov/cluster/internal/usage.html  
[bookmark: _GoBack]On all of the MRTG plots the blue line shows available nodes.  As long as the blue line does not drop all of the way to zero a given cluster is available.
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Scientific Data 

Storage

Cache Disk & Tape Availability

Uptime of critical 

components

7 x 24 97% 95.5%

Grid Services

Authentication, Authorization, 

Monitoring, Accounting

Availability

Uptime of critical 

components

7 x 24 99% 100%

Grid Computing

CMS Tier-1, CDF, D0, General 

Purpose Production & Analysis

Availability

Average fraction of 

working systems

5 x 8 TBD 97%

High Performance 

Computing

LQCD, Cosmology,

Accelerator Modeling

Availability

Uptime of HPC 

clusters

5 x 8 TBD 100%
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